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#### Abstract

A clustering that consists of a nested set of clusters may be represented graphically by a tree. In contrast, a clustering that includes non-nested overlapping clusters (sometimes termed a 'nonhierarchical' ' clustering) cannot be represented by a tree. Graphical representations of such non-nested overlapping clusterings are usually complex and difficult to interpret. Carroll and Pruzansky ( 1975,1980 ) suggested representing non-nested clusterings with multiple ultrametric or additive trees. Corter and Tversky (1986) introduced the extended tree (EXTREE) model, which represents a non-nested structure as a tree plus overlapping clusters that are represented by marked segments in the tree. We show here that the problem of finding a nested (i.e., tree-structured) set of clusters in an overlapping clustering can be reformulated as the problem of finding a clique in a graph. Thus, cliquefinding algorithms can be used to identify sets of clusters in the solution that can be represented by trees. This formulation provides a means of automatically constructing a multiple tree or extended tree representation of any non-nested clustering. The method, called 'clustrees", is applied to several non-nested overlapping clusterings derived using the MAPCLUS program (Arabie and Carroll 1980).
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## 1. Introduction

Hierarchical clustering methods may be useful for exploratory analyses of domains even where there is no a priori reason to expect a hierarchical structure, that is, one consisting of nested clusters. ${ }^{1}$ One reason the methods may be useful in such a wide variety of applications is that the tree graphs used to represent the solutions are easy to interpret and have many useful properties. Also, the algorithms used to fit hierarchical models to proximity data are relatively efficient, hence practical to apply even to large data sets.

Nonetheless, there are many possible patterns of proximities between objects that cannot be represented well by hierarchical cluster solutions or trees, because hierarchical clusterings are necessarily restricted to solutions consisting of nested sets of clusters. This limitation has led researchers to propose more general clustering models and associated numerical methods with the capability of representing non-nested sets of clusters. Two such 'nonhierarchical', models described in the psychological literature are the additive clustering or ADCLUS model (Shepard and Arabie 1979; Arabie and Carroll 1980; Carroll and Arabie 1983) and the extended tree (EXTREE) model (Corter and Tversky 1986), both discussed in more detail below. The ability of these nonhierarchical or overlapping cluster methods to accommodate a wide variety of data structures is bought at a price, however. The number of possible non-nested cluster solutions is much larger than the number of nested solutions. Furthermore, the algorithms typically used to fit hierarchical cluster models are simple and relatively efficient, but the algorithms that are most widely used to fitting overlapping cluster solutions are relatively costly computationally. Finally, the graphical representation of a non-nested structure is usually more complex than a tree.

Several different methods have been used to represent non-nested cluster solutions graphically. One approach (e.g., Shepard and Arabie 1979) has been to represent the objects to be clustered as points in the plane, then to draw contours around sets of points that correspond to clusters in the solution. While this method may provide useful displays, it has certain limitations.

[^0]With a large number of clusters, the contour lines may intersect repeatedly and become hard to follow. Also, the weight of each cluster is usually not represented by any aspect of the display. Finally, automating the construction of such a space-plus-contours representation would require quite sophisticated computer graphics programming.

Two other approaches to representing non-nested cluster solutions seek to avoid these limitations of the space-plus-contours representation by utilizing the readability of trees. Carroll and Pruzansky (1975, 1980) proposed representing non-nested clusterings by multiple trees. Corter and Tversky's (1986) extended tree (EXTREE) model extends the familiar notion of a tree by introducing marked segments on the arcs of the tree to represent features that "cut across" the basic tree structure.

Both these approaches offer the possibility of representing non-nested cluster structures with readable, tree-like graphs. However, using these types of graphical displays for non-nested cluster solutions has not been explored except in connection with the specific algorithms proposed by Carroll and Pruzansky (1975, 1980) and Corter and Tversky (1986). But the algorithm introduced by Carroll and Pruzansky (1975) is clearly not a general algorithm for fitting non-nested cluster solutions, nor is it intended as such. Similarly, although extended trees can be used to represent any non-nested cluster structure, the EXTREE algorithm introduced by Corter and Tversky (1986) may also be biased toward finding tree-like structures, because the initial stage of the algorithm attempts to fit the best additive tree to the data, using a variant of Sattath and Tversky's (1977) ADDTREE algorithm.

Accordingly, it seems useful to explore how multiple trees and extended trees might be used to represent any non-nested clustering, regardless of the algorithm used to derive that solution. For example, one of the most general algorithms described to date for fitting non-nested clusters to proximity data is incorporated in the MAPCLUS program (Arabie and Carroll 1980), which uses a mathematical programming approach to fit the ADCLUS model (Shepard and Arabie 1979). The user specifies how many clusters the program should search for, and the program then seeks the best-fitting set of clusters. Because of the nature of the algorithm, there is no a priori reason to suspect MAPCLUS of bias toward finding nested subsets, as there is with the multiple tree and EXTREE algorithms.

The goal of the present work is to develop formal methods for representing non-nested cluster solutions as extended trees or as multiple trees. The central problem to be solved in this endeavor is to find a method for identifying nested subsets of clusters in a clustering solution, since any nested subset of clusters can be represented as a tree. Thus, extended trees or multiple trees could be used to represent cluster solutions derived from any nonhierarchical clustering algorithm such as MAPCLUS. Also, such methods
for finding and comparing trees might be useful for choosing among alternative extended tree or multiple tree representations.

In this paper we describe how the set of clusters comprising a nonnested clustering together with the set relationships among these clusters can be represented as a graph N (to be defined at a later point), called the "nesting graph" of the clustering. We then show that the problem of finding a nested subset of clusters (that is, a set that can be represented as a rooted tree) is equivalent to the problem of finding a clique in the nesting graph ( N ) of the clustering. Based on this result, we develop a method for finding all nested subsets of clusters that correspond to trees. We describe the implementation of the method in a PASCAL program that incorporates a standard algorithm (Bron and Kerbosch 1971) for enumerating the cliques of a graph. We also discuss the problem of deriving estimates of arc lengths in the resulting tree or extended tree graphs, and show how the results of Sattath and Tversky (1987) apply to this problem. Finally, we present several applications of the method, called 'clustrees', to find multiple tree and extended tree representations of non-nested clusterings.

## 2. Non-Nested Cluster Models

### 2.1 Additive Clustering

The additive clustering or ADCLUS model introduced by Shepard and Arabie (1979) predicts the similarity $s\left(x_{i}, x_{j}\right)$ between two objects $x_{i}$ and $x_{j}$ $(i, j=1,2, \ldots, n)$ as the weighted sum of the features they share. That is,

$$
\begin{equation*}
\hat{s}\left(x_{i}, x_{j}\right)=\sum_{k=1}^{m} w_{k} p_{i k} p_{j k}+A \tag{1}
\end{equation*}
$$

where $m$ is the number of features, $w_{k}$ is the weight or salience of the $k$-th feature, and $p_{i k}$ is an indicator variable which is equal to 1 if object $x_{i}$ possesses the $k$-th feature, and 0 otherwise. The scalar $A$ denotes an additive constant. Under one interpretation (perhaps most appropriate when the data are thought of as interval scale), this additive constant is included merely to equate the zero points of the scales of the observed data and the predicted similarities. Alternatively, A may be viewed as the weight for the "universal cluster', the cluster consisting of all objects. Under this latter interpretation, however, the above equation can be written without the $A$ term, since this universal cluster can be represented as the $(m+1)$-st feature, with weight $w_{m+1}$. The ADCLUS model can be written in matrix notation as

$$
\begin{equation*}
\hat{\mathbf{S}}=\mathbf{P} \mathbf{W} \mathbf{P}^{\prime}+\mathbf{A}, \tag{2}
\end{equation*}
$$

where $\hat{\mathbf{S}}$ is a symmetric $n \times n$ matrix of predicted proximities, $\mathbf{P}$ is an $n \times m$ matrix with elements $p_{i k}, \mathbf{W}$ is a diagonal matrix of non-negative feature weights, and $\mathbf{A}$ is an $n \times n$ matrix of elements all equal to the additive constant. Again, if $\mathbf{P}$ is extended to include an $(m+1)$-st column representing the 'universal cluster', then this equation can be written without an explicit A term. For comparison with the EXTREE model described below, it is useful to express the model in terms of dissimilarities:

$$
\hat{d}\left(x_{i}, x_{j}\right)=A^{\prime}-\sum_{k=1}^{m} w_{k} p_{i k} p_{j k}
$$

Here $\hat{d}\left(x_{i}, x_{j}\right)$ refers to the predicted dissimilarity between distinct objects $x_{i}$ and $x_{j}$, and $A^{\prime}$ is an additive constant.

### 2.2 Extended Trees

The extended tree or EXTREE model (Corter and Tversky 1986), represents non-nested feature structures graphically by a generalization of the additive tree. An additive tree (sometimes termed a "path length tree" or "free tree") graph is a tree in which each arc is associated with a weight that is represented graphically by the length of the arc. The distance between two nodes in the tree is defined as the sum of arc lengths in the (unique) path connecting the nodes - i.e. the "path length" distance. The term "path-length tree" derives from this fact, while the term "additive tree" emphasizes that the distances are an additive function of the arc lengths. Objects are usually represented as terminal nodes ('leaves') of the tree; that is, nodes of degree one. Mathematically, distances in an additive tree satisfy the additive inequality (also known as the "tree inequality" or the "four-point condition'), which states that any four objects may be labeled $x_{i}, x_{j}, x_{k}, x_{l}$ such that $\hat{d}\left(x_{i}, x_{j}\right)+\hat{d}\left(x_{k}, x_{l}\right) \leq \hat{d}\left(x_{i}, x_{k}\right)+\hat{d}\left(x_{j}, x_{l}\right)=\hat{d}\left(x_{i}, x_{l}\right)+\hat{d}\left(x_{j}, x_{k}\right)$. A special case of the additive tree is the ultrametric tree. Distances in an ultrametric tree satisfy the more restrictive ultrametric inequality, which states that any three objects may be labeled $x_{i}, x_{j}, x_{k}$ such that $\hat{d}\left(x_{i}, x_{j}\right) \leq \hat{d}\left(x_{i}, x_{k}\right)=\hat{d}\left(x_{j}, x_{k}\right)$. An ultrametric tree has a unique root; an additive tree has no "natural', root, hence the root may be arbitrarily placed on any arc or at any node in the graph. Each different root placement results in a different display of the tree but does not affect the interobject distances. As discussed later, the nodes of a rooted additive or ultrametric tree define a set of clusters, each cluster corresponding to the set of leaves of the subtree "below' a particular node.

The extended tree graph extends the notion of the additive tree in the following way. To the basic additive tree are added marked segments representing clusters that "cut across" the clusters of the tree structure. Thus, the graphical representation divides the set of clusters into a nested set, represented by the tree structure, and another set (not nested with the first set), represented by the marked segments. We use the terms 'extended tree' or 'EXTREE' to refer both to the graphical representation of the solution and to the mathematical model that underlies this representation, which is a special case of the general distinctive features model (Tversky 1977). The extended tree model represents the dissimilarity between two objects $x_{i}$ and $x_{j}$ as the sum of the weights of the clusters to which $x_{i}$ (but not $x_{j}$ ) belongs plus the weights of the clusters to which $x_{j}$ (but not $x_{i}$ ) belongs. The extended tree model can be expressed in terms of dissimilarities as

$$
\begin{equation*}
\hat{d}\left(x_{i}, x_{j}\right)=\sum_{k=1}^{m} w_{k}\left|p_{i k}-p_{j k}\right| \tag{3}
\end{equation*}
$$

The model thus is a weighted version of a set-difference or Hamming metric.

### 2.3 Common Features Versus Distinctive Features Models

It is sometimes useful to interpret clusters as representing features or sets of features shared by the objects comprising that cluster (Tversky 1977; Sattath and Tversky 1977). Thus, the $\mathbf{P}$ matrix of Equation (2) can be thought of as representing a feature structure for the set of objects, in which entry $p_{i k}$ is equal to 1 if the $i$-th object possesses feature $k$, and 0 otherwise. Given such a feature structure, proximities can be defined between pairs of objects according to one of two models, the common features model or the distinctive features model. Both are special cases of Tversky's (1977) contrast model of similarity (sometimes referred to as the feature-matching model).

The contrast model expresses the dissimilarity between two objects $x$ and $y$ as

$$
\hat{d}(x, y)=-\theta g(X \cap Y)+\alpha f(X-Y)+\beta f(Y-X)
$$

where $X$ and $Y$ denote the feature sets of $x$ and $y$, respectively. ${ }^{2}$ Thus, $X \cap Y$
denotes the set of features possessed by both $x$ and $y$ (the "common features" of $x$ and $y$ ) and $X-Y$ the set of features possessed by $x$ but not $y$ (the "distinctive features' of $x$ ). The ADCLUS model corresponds to the special case in which $\alpha=\beta=0$ and $g$ is an additive function defining the weights of the common feature sets. The EXTREE model is the symmetric additive version of the distinctive features part of the model (i.e., $\alpha=0, \alpha=\beta$ ).

## 3. Finding Trees in a Non-Nested Clustering

### 3.1 Representing a Clustering by a Graph

A number of authors have explored graph-theoretic approaches to certain clustering problems (for reviews see Sneath and Sokal 1973, pp. 253256; Godehardt 1988, Ch. 3). We describe one way to represent a clustering as a graph, and show that this approach can be used to find subsets of the cluster solution that can be represented graphically as trees. This method can be used to represent any non-nested clustering as an extended tree or as multiple trees.

To represent a clustering solution as an extended tree, it is necessary to divide the clusters into two groups: one (nested) group which can be represented as a tree, and a second (possibly non-nested) group to be represented by marked segments. Since the marked segments add visual complexity to the representation, it is desirable to relegate as many clusters as possible to the nested group, i.e., to find the tree that includes the maximal number of clusters. We will refer to this problem as the maximal tree problem.

A different problem must be solved to find a parsimonious multiple tree representation of a nonhierarchical clustering, that involves finding several nested sets of clusters (i.e., trees) that jointly include the entire set of clusters. Since using multiple trees also increases the visual and interpretive complexity of the representation, it is desirable to find the minimal set of tree graphs

[^1]that include all clusters of the overlapping clustering. We will refer to this as the minimal tree covering or the multiple tree problem.

Algorithms to solve these problems can be found by converting them into standard graph theory problems. In the next sections we present some background, then describe the representation of and solution to these problems using graphs.

### 3.2 Background and Definitions

In this section we review relevant concepts from graph theory, and introduce some new definitions. Readers seeking more detail may consult a general reference on graph theory, such as Golumbic (1980). We define a graph $G$ as a collection of vertices (or "nodes") $V$, together with a set of edges $E$ defined on $V \times V$, i.e., $G=\langle V, E\rangle$. We will be concerned only with undirected graphs, that is, graphs for which the relationship $E$ is symmetric (i.e., $\left.\left(v_{k}, v_{l}\right) \in E \Rightarrow\left(v_{l}, v_{k}\right) \in E\right)$. A subset of vertices $V^{\prime}$ in a graph $G\left(V^{\prime} \subset V\right)$, plus the edges $E^{\prime}$ connecting any pair of those vertices ( $E^{\prime} \subset E$ ), is said to be a subgraph $G^{\prime}$ of $G$. If each pair of vertices in $G^{\prime}$ is connected by an edge, then $G^{\prime}$ is a complete subgraph of $G$. A clique of $G$ is defined as a maximal complete subgraph of $G$, that is, a complete subgraph of $G$ not contained in any other complete subgraph. A clique is said to be a maximum clique if no other clique of $G$ exists that contains a greater number of vertices.

To reformulate the tree representation problems using graphs, we begin by introducing some notation. Let $U$ (for "universal set'") denote the original set of objects to be clustered. A clustering $C$ is defined to be a set of $m$ distinct nonempty sets or clusters, $C=\left\{c_{1}, c_{2}, \cdots c_{m}\right\}$. Each cluster $c_{k}$ is composed of some subset of the original set of $n$ objects.

We will now proceed to define some specialized graphs using the set relationships among the clusters of $C$. Given clustering $C$, it is easy to see that for any two distinct clusters $c_{k}$ and $c_{l}$ exactly one of the following three relations between the two sets holds:

$$
\begin{gathered}
R 1: c_{k} \cap c_{l}=\phi \quad \text { (disjointness) } \\
R 2: c_{k} \subset c_{l} \vee c_{k} \supset c_{l} \quad \text { (inclusion) } \\
R 3: c_{k} \cap c_{l} \neq \phi, c_{k} \not \subset c_{l}, c_{k} \not \subset c_{l} \quad \text { (overlap) }
\end{gathered}
$$

Note that R3 can also be defined using R1 and R2: R3 holds if not(R1) and $\operatorname{not}(\mathrm{R} 2)$.

We now can define three special graphs based on these relations among clusters in C. Using R1, we define the disjointness graph of $C$ to be an undirected graph $D=\langle V, E 1\rangle$, in which each vertex corresponds to one of the clusters of $C$, and an edge ( $v_{k}, v_{l}$ ) is included in E1 if clusters $c_{k}$ and $c_{l}$ are disjoint. The inclusion graph of the clustering $C, I=\langle V, E 2\rangle$, has an edge ( $v_{k}, v_{l}$ ) in E2 if R2 holds, that is if $c_{k}$ contains $c_{l}$ or vice-versa. The overlap graph of $C, O=\langle V, E 3\rangle$, is defined using R3, such that an edge ( $v_{k}, v_{l}$ ) is included in E3 if $c_{k}$ and $c_{l}$ intersect but one is not a proper subset of the other.

Several important graphs can be defined using these elemental relation graphs $D, I$, and $O$. First, note that the union of all three graphs defines a complete graph on all the nodes of $C, D \cup I \cup O=\langle V, E 1 \cup E 2 \cup E 3\rangle$ $=\langle V, V \times V\rangle$. Second, consider the intersection graph of the clustering $C$. The intersection graph of the clustering $C$ is defined as an undirected graph $H=\left\langle V, E^{\prime}\right\rangle$, where the elements of $V$ correspond to the clusters in $C$, and an edge ( $v_{k}, v_{l}$ ) is included in $E^{\prime}$ if and only if clusters $c_{k}$ and $c_{l}$ intersect. It is easy to see that the intersection graph $H$ of $C$ can also be defined using the elemental relation graphs, specifically as the union of the inclusion graph $I$ and the overlap graph $O: H=I \cup O=\langle V, E 2 \cup E 3\rangle$.

Finally, we introduce a third graph that is defined using the three elemental relation graphs: the nesting graph, $N$, of the clustering $C . N$ is defined as the union of the two graphs $D$ and $I, N=D \cup I=\langle V, E 1 \cup E 2\rangle$. Thus, an edge ( $v_{k}, v_{l}$ ) is included in the graph $N$ (i.e., in $E 1 \cup E 2$ ) if $c_{k}$ and $c_{l}$ are either disjoint or one is a subset of the other. We will show that the treerepresentation problems described above can be formalized and solved using the nesting graph $N$. The nesting graph has a number of interesting properties. For example, note that if either $c_{k}$ or $c_{l}$ is a singleton cluster, then R1 or R2 must hold. Consequently, any vertex $v_{k}$ corresponding to a singleton cluster $c_{k}$ will be connected to every other vertex in $N$.

### 3.3 The Maximal Tree Problem

The problem of determining if all the clusters in $C$, or some subset of them, can be represented by a tree can now be formulated using the nesting graph $N$ defined above. First, assume that some clustering $C$ consists of a nested set of clusters. Taking the union of the inclusion graph $I$ and the disjointness graph $D$ defined on $C$, we obtain the nesting graph $N$. Since $C$ is a nested clustering, by definition every pair of clusters in $C$ is either disjoint (R1), hence connected by an edge in $D$, or one is a subset of the other (R2), hence the pair is connected by an edge in $I$. Thus, the set of edges in $N$, the union of these two sets, will include an edge for every pair of vertices or clusters of $C$. That is, $N$ will be complete; hence the set of all vertices of $N$ (each corresponding to a cluster) will be a clique. Note that whenever $C$ consists of
a nested set of clusters and includes both the universal cluster and a singleton cluster corresponding to each of the objects to be clustered, then the inclusion graph $I$ of $C$ defined using relation R 2 includes as a subgraph the actual tree graph that is to be constructed to represent the clustering. Consequently, the tree graph itself is also a subgraph of $N$.

Now consider a clustering $C$ in which the clusters are not nested, that is, for at least one pair of clusters ( $c_{k}, c_{l}$ ) in $C$, R3 holds. Then the nesting graph $N$ of the set of clusters in $C$ will not be complete, since for the pair ( $c_{k}, c_{l}$ ) neither R1 nor R2 holds. However, in this case there may exist a subset $C_{t}$ of clusters that forms a nested set, i.e., for every pair of clusters in $C_{t}$ either R1 or R2 holds. In this case the nesting graph $N_{t}$ constructed from $C_{t}$ will be complete. If in addition no cluster $c_{k}$ (not in $C_{t}$ ) exists that is either disjoint or nested with every cluster in $C_{t}$, then it follows that $N_{t}$ is a maximal complete subgraph of $N$, i.e., a clique. Conversely, every clique $N_{t}$ in the graph $N$ corresponds to a "maximal tree" in the cluster solution $C$, that is, a nested subset of $C$ for which no other cluster $c_{k}$ exists that is either disjoint (R1) or nested (R2) with every member of the subset. If such a cluster $c_{k}$ did exist, it would form a complete subgraph with the nodes already in $N_{t}$, consequently $N_{t}$ could not be a clique. Thus, the problem of finding maximal nested subsets (i.e., trees) in a clustering can be reformulated as the problem of finding cliques in a graph (specifically, in the nesting graph $N$ ). Algorithms for solving this standard problem are reviewed in a subsequent section. If $N$ has more than one clique, then any maximum clique is of particular interest, because a maximum clique corresponds to a tree that includes the maximal number of clusters. Note, however, that the maximum clique may not be unique: there may be more than one clique containing the maximal number of clusters.

In practical applications of this method, any singleton cluster consisting of a single object can be excluded from the construction of the graph $N$, because (as mentioned above) any cluster consisting of a single object must be either disjoint with (R1) or included in (R2) any other cluster. Thus, if a singleton cluster is included in $C$, the corresponding vertex must be part of every clique of $N$. Similarly, the universal cluster consisting of all objects includes (R2) all other clusters; hence the corresponding vertex will be a member of every clique of $N$. Accordingly, if either of these special types of cluster is included in $C$, in practical applications it may be excluded from the construction of $N$ and the subsequent search for cliques. However, these clusters are usually represented in the actual tree or extended tree graphs that result from application of the method.

### 3.4 The Multiple Tree Problem

Since each clique of $N$ corresponds to a tree that can be constructed to represent its constituent clusters, finding the minimal multiple tree representation of a clustering can be accomplished by finding the minimum (vertex) covering of $N$ by cliques. A vertex clique covering of a graph $G$ is a set of cliques such that each vertex of $G$ is included in at least one of the cliques. In this paper we will use "clique covering' to mean a vertex clique covering. By "minimum clique covering" we mean a vertex clique covering that includes the minimum necessary number of cliques.

Although we refer to the covering we seek as the minimum vertex clique covering, a second consideration might affect our choice of the "best'" clique covering. This second consideration is that complications in representation arise to the extent that two cliques intersect. Any cluster that is in more than one clique may potentially be represented in any of the trees corresponding to those cliques. Alternatively, the cluster might be represented in each of the trees with reduced weight in each. However, the decision to put the cluster into one tree or another, or how to allocate the cluster's weight among the trees, will usually be made for "external'' reasons, perhaps on the basis of interpretability. This practice presents difficulties in automating the method. Furthermore, representing the cluster in more than one tree increases the apparent complexity of the representation. Thus, the best covering for our purposes would consist of a set of cliques corresponding to mutually exclusive and exhaustive subsets, that is, a set of cliques constituting a partition of the nodes of $N$ (equivalently, of the set of clusters $C$ ).

More than one approach might be taken to try to optimize both of the above criteria simultaneously. One general solution could be found by designing a joint function to be optimized that combines both of these factors: the number of cliques in the covering and the degree of overlap of the cliques. Both constraints can be expressed in a loss criterion of the form:

$$
\begin{equation*}
l=\sum_{q}^{Q}\left(\alpha n_{q}+\beta\right)=\alpha \sum_{q}^{Q} n_{q}+\beta Q, \tag{4}
\end{equation*}
$$

where $n_{q}$ denotes the size of the $q$-th clique, $Q$ is the total number of cliques in the candidate covering, and $\alpha$ and $\beta$ are nonnegative weights that are constrained to sum to 1 . By setting $\alpha$ and $\beta$ to various values, the two criterion factors can be weighted relative to each other. For example, by setting $\alpha=1$, the criterion will take into account only the number of nodes by which the cliques overlap. Conversely, setting $\beta=1$ will result in the number of cliques dominating the other factor, degree of overlap. Any of a number of standard optimization techniques could be used to find a covering minimizing (4). Of
course, this optimization problem arises only when more than one clique covering exists.

In our applications, the usefulness of the multiple tree representation is limited by its graphical complexity, most crucially by the number of trees required to cover the set of clusters. Therefore, we have adopted a simpler criterion to define the optimal covering, one that implies a lexicographic ordering of solutions instead of the compensatory relation embodied in the convex combination defined by (4). We define the optimal covering to be the minimal one, that is, the covering involving the minimal number of cliques (trees). If more than one such covering exists, we define as optimal the one with the least overlap among cliques.

Finding the optimal clique covering as defined by this criterion is a search problem, in which various combinations of cliques produced by the clique-finding algorithm are compared as to cardinality and overlap. For the range of problems we have investigated, the following search method has proven adequate as an optimization method. If the nesting graph $N$ is complete, then it is itself a clique that covers the nodes of $N$. If $N$ is not itself a clique, we then test all pairs of cliques to see if any pair constitutes a cover. If more than one such cover exists, we compare them as to degree of overlap and select that pair of cliques with the smallest degree of overlap. Thus, we are in effect using the two criteria to imply a lexicographic ordering of covers, with the first criterion, number of cliques, dominating the second, degree of overlap. If no pair of cliques covers the nodes of $N$, we proceed to test all triples of cliques, and so forth. Once an 'optimal' covering by cliques is found, it is fairly straightforward to construct the multiple tree representation of the clustering, as described in the next section. However, note that the optimal clique covering may not be unique: there may be more than one clique covering with the same number of constituent cliques and the same degree of overlap. In such cases the user may be forced to select from among competing "optimal" solutions, perhaps on the basis of interpretability.

### 3.5 Determining Arc Lengths in the Tree or Extended Tree Graphs

In the previous sections we have been concerned with finding graphical tree or extended tree representations of a set of overlapping clusters. This work could be seen as having fairly wide applications in exploratory data analysis, since the graph-theoretic methods discussed above do not depend in any way on weights associated with clusters. In fact, in many applications the clusters may have been specified by a theory or other non-statistical source and thus may not have assigned weights. However, actual portrayal of a clustering as a tree or extended tree graph requires that arc lengths be specified in some (possibly arbitrary) way. In this section, we adopt a
modeling viewpoint, and assume that arc lengths in the multiple tree or extended tree graphs are to be chosen so as to optimize the least-squares fit (or fit defined by some other criterion) of the model distances derived from the multiple trees or extended tree to a matrix $\mathbf{D}$ of dissimilarities (cf. Carroll and Chang 1973; Cunningham 1978; Corter and Tversky 1986).

In particular, the cluster solution might result from an algorithm (such as MAPCLUS) that provides cluster weights estimated using the common features model. In this case, the estimates of the tree arc lengths can be derived analytically from the cluster weights. However, the cluster weights and the arc lengths are not identical. The relationship between the cluster weights and arc lengths in a tree or extended tree graph is a special case of a problem investigated by Sattath and Tversky (1987), namely that of the relationship between common features and distinctive features representations of a given proximity structure. As discussed earlier, the ADCLUS model (1) may be viewed as a special case of the common features model of similarity. In contrast, distances in an additive tree graph are generally assumed to follow a path-length metric, while distances in an ultrametric tree can also be seen as following a path-length metric with certain restrictions on parameter values. In either case, the path-length metric defined on the tree structure may be viewed as an additive version (3) of the distinctive features model of dissimilarity. As Sattath and Tversky (1987) show, if a common features representation of a set of dissimilarities $\mathbf{D}$ exists, then a distinctive features representation can always be constructed in an extended feature set (and vice-versa). This extended feature set consists of the original set of common features (clusters) plus $n$ additional "complementary" features. The complementary feature of an object $x$ is defined as a feature shared by all objects in the set except $x$. Analogously, if cluster $c_{k}$ is the complement of some element $x$ of $U$, i.e., $c_{k}=\bar{x}$, then $c_{k}$ is said to be the complementary cluster of $x$.

In this section we describe methods for constructing ultrametric, additive, and extended tree graphs to represent a clustering $C$ with associated cluster weights $W$ estimated using the common features model. The methods are presented in the form of constructive proofs; all may be considered special cases of the general result proved by Sattath and Tversky (1987). However, our specialized versions are designed to provide explicit methods for construction of the tree graphs. For example, our constructions are expressed using unique features rather than complementary features. A unique feature is a feature possessed by only one object $x$ in the set. Note that in the distinctive features model the contribution to the dissimilarities of the unique feature for $x$ and the complementary feature for $x$ cannot be distinguished. For our purpose of representing a cluster solution by a tree, it is apparent that a unique feature or cluster has a simpler representation than a complementary cluster. Additionally, in an additive tree up to $n$ unique features could be
represented as leaf arcs, while only a single complementary cluster could be included (in a single tree). Thus, in constructing a distinctive features representation for a given common features representation a less complex representation may be obtained by using unique features than by using complementary features.

We distinguish four cases in which trees or extended trees can be used to represent a common features model based on a particular cluster solution. Case 1 is that in which a nested cluster solution is to be represented as a single ultrametric tree. Case 2 is that of a nested subset of clusters plus $n_{c}\left(1 \leq n_{c} \leq n\right)$ complementary clusters, which will be shown to be representable by a single additive tree. Case 3 is that in which an extended tree is constructed to represent a nested subset of clusters plus several additional clusters that may or may not themselves form a nested set. Case 4 is that of several nested subsets of clusters to be represented as several ultrametric trees. More complicated cases may be constructed by extension.
3.5.1 Constructing a Single Ultrametric Tree To begin, we introduce some convenient notation and summarize the assumptions we make in discussing these four cases. Denote the set of objects to be clustered as $U=\{x, y, \ldots\}$. Let $c_{k}$ denote a cluster (i.e., a non-empty proper subset of $U$ ), and let $w_{k}$ be a nonnegative weight for cluster $c_{k}$. Note that in the present paper we interpret clusters as representing feature sets. Thus, the symbol $X$, used before to denote the set of features of object $X$, will be used in this and subsequent sections to denote the set of clusters of which $x$ is a member, $X=\left\{c_{k} \mid x \in c_{k}\right\}$. Note that the universal set $U$ is not included in $X$, since a cluster is defined as a proper subset of $U$. Then $X \cap Y$ denotes the set of clusters of which both $x$ and $y$ are members, and $X-Y$ the set of clusters to which $x$ (but not $y$ ) belongs. Define $X \delta Y$ as the union of sets $(X-Y)$ and $(Y-X)$ : $X \delta Y=(X-Y) \cup(Y-X)$. As noted above, in all four cases to be discussed we begin with a clustering consisting of a set of clusters $C$ and a set of associated weights $W$. For this clustering, predicted similarities among objects are defined using the ADCLUS (common features) model:

$$
\begin{equation*}
\hat{s}(x, y)=\sum_{X \cap Y} w_{k}+A \tag{5}
\end{equation*}
$$

The index $X \cap Y$ on the summation is used as a convenient shorthand for summation over all $k \mid c_{k} \in X \cap Y$. Indices $X, X-Y$ and $X \delta Y$ will be used below in an analogous fashion. Note that in Equation (5) the "universal cluster' $U$ is by implication not included in the list of clusters, since the equation incorporates the constant term $A$. Our objective is to construct a tree graph that perfectly models the similarities defined by the clustering, in the sense
that the path-length distances $\hat{d}(x, y)$ in the tree between pairs of objects are related to the similarities by a negative linear transformation:

$$
\begin{equation*}
\hat{d}(x, y)=B-\hat{s}(x, y)=B-\sum_{X \cap Y} w_{k}-A . \tag{6}
\end{equation*}
$$

$B$ is a constant which may be arbitrarily chosen with the restriction that

$$
B \geq \max _{x, y}[\hat{s}(x, y)] .
$$

This constraint merely ensures that the distances be nonnegative. The two constant terms of Equation (6) may be combined by defining $B_{0}=B-A$,

$$
\begin{equation*}
\hat{d}(x, y)=B-\sum_{X \cap Y} w_{k}-A=B_{0}-\sum_{X \cap Y} w_{k} . \tag{7}
\end{equation*}
$$

Case 1, that of a nested set of clusters to be represented by an ultrametric tree, is the simplest of the four cases. A rooted ultrametric tree may be interpreted as representing either a common features or a distinctive features model. Thus, we will describe two equivalent constructions of the ultrametric tree corresponding to a clustering. The first construction is a traditional approach that assigns "heights" to internal nodes in the tree and defines distances among objects using these node heights. The second approach is based on defining arc lengths, and defines distances in terms of the path lengths between objects. This approach treats the ultrametric tree as a special case of a path-length or additive tree, and leads naturally to a distinctive-features interpretation.

Because the set of clusters $C=\left\{c_{k} \mid k=1,2, \ldots, m\right\}$ is assumed to be nested in this first case, the set-inclusion relation R 2 defines a partial ordering on the elements of $C$. Thus, it is apparent that the clusters can be ordered and renumbered such that for $k<k^{\prime}, c_{k} \not \subset c_{k^{\prime}}$. Each cluster $c_{k}$ will correspond to an interior node of the tree graph being constructed, while objects will correspond to leaf nodes. Let $n_{k}$ denote the node corresponding to cluster $c_{k}$ in the tree graph. Begin the construction of the tree by defining a root node, $n_{0}$, corresponding to the universal cluster $U$. Each interior node will be associated with a real number called the height of the node, defined as follows. Define the height of the root node $n_{0}$ as $H\left(n_{0}\right)=B_{0}$, where $B_{0}=B-A$ is the constant term of Equation (7). Now we construct the tree and define the heights of the other nodes recursively. We begin by setting the current node $n_{k}$ to be the root node, and finding all clusters that correspond to the "children" of node $n_{k}$; that is, the set of all clusters $c_{k^{\prime}}$ such that $c_{k^{\prime}} \subset c_{k}$ and no other cluster $c_{k^{\prime \prime}}$ exists such that $c_{k^{\prime}} \subset c_{k^{\prime}} \subset c_{k}$. For each such cluster $c_{k^{\prime}}$ we
define a new child node $n_{k}$ ' 'below' the current node, and assign it a height of $H\left(n_{k^{\prime}}\right)=H\left(n_{k}\right)-w_{k^{\prime}}$. We then reset the current node to be $n_{k^{\prime}}$ and repeat the process recursively on the partial ordering of nodes. When all internal nodes have been defined and assigned heights in this way, the distances (i.e., the predicted dissimilarities) between two objects $x$ and $y$ can be simply expressed as

$$
\hat{d}(x, y)=\min _{k \mid x, y \in c_{k}}\left[H\left(n_{k}\right)\right]=B_{0}-\sum_{X \cap Y} w_{k} .
$$

Thus, the distance between any two objects can be read as the height of the minimal-height ("lowest') node such that both objects are members of the cluster corresponding to that node. This lowest node is often called the 'least common ancestor"' node for the two objects. The heights of all "leaf"' nodes (corresponding to single objects) are conventionally defined as equal to 0 , although these heights are not needed to express the distances between distinct objects.

Distances in an ultrametric tree also can be modeled as path lengths, given properly defined arc lengths. This method of defining distances in the tree underscores the status of the ultrametric tree as a special case of the additive tree, and leads naturally to an interpretation of the ultrametric tree in terms of the distinctive features model (3). Accordingly, we now present a second method of constructing the tree graph to represent the nested clustering, based on defining the lengths of arcs in the tree. In this construction we define the arc lengths so that the path length distances in the tree are identical to the ultrametric distances between objects defined above. We will use the notation $f\left(n_{k^{-}}\right)$to denote the length of the arc connecting node $n_{k^{-}}$to its parent node. One way of defining these arc lengths uses the node heights: we begin by setting $H\left(n_{0}\right)=B_{0}$ and assigning node heights as described above. In addition, we define the heights of all "leaf'' nodes as equal to 0 . We can then define the length of the arc connecting a node $n_{k^{\prime}}$ to its parent node $n_{k}$ as $f\left(n_{k^{\prime}}\right)=\left[H\left(n_{k}\right)-H\left(n_{k^{\prime}}\right)\right] / 2$.

An alternative, more direct definition of arc lengths is also possible in this construction of the "path-length" ultrametric tree. We again begin by defining a root node $n_{0}$ corresponding to the universal cluster, and proceed with the topological construction of the tree as before. For each subsequent node $n_{k^{\prime}}$ corresponding to some cluster $c_{k^{\prime}}$ with at least two members (i.e., that is not a leaf node), define the length of the arc connecting $n_{k}$ - to its parent node $n_{k}$ as

$$
f\left(n_{k^{\prime}}\right)=\frac{w_{k^{\prime}}}{2} .
$$

The lengths of the leaf arcs corresponding to each object are defined by a different expression. First, define the total feature weight of each object $x$ as the sum of the weights of all clusters of which $x$ is a member:

$$
T(x)=\sum_{k \mid x \in c_{k}} w_{k}=\sum_{X} w_{k}
$$

This quantity $T(x)$ is sometimes referred to as the measure of $x$ (Tversky 1977). Letting $n_{x}$ denote the leaf node corresponding to object $x$, we can define the length of the corresponding leaf arc as

$$
f\left(n_{x}\right)=\frac{B_{0}-T(x)}{2} .
$$

$B_{0}$ is the (arbitrary) constant introduced in Equation (7); it is often convenient to set it equal to the maximum value of $T(x)$ over all $x \in U$.

We now prove a fundamental theorem; namely, that distances computed as path lengths in the tree defined in the immediately preceding construction are identical (to within a negative linear transform) to the similarities computed using the original cluster weights and the common features model, i.e.,

$$
\hat{d}(x, y)=B-\hat{s}(x, y), \quad \forall x, y .
$$

To prove this, we begin by noting that we may rewrite the expression for $T(x)$ as

$$
T(x)=\sum_{X} w_{k}=\sum_{X \cap Y} w_{k}+\sum_{X-Y} w_{k}
$$

Defining the lengths of the arcs in the tree graph as above, the path length in the tree between objects $x$ and $y$ is then given by

$$
\begin{aligned}
\hat{d}(x, y) & =\sum_{X \delta Y} f\left(n_{k}\right)+f\left(n_{x}\right)+f\left(n_{y}\right) \\
& =\sum_{X \delta Y} w_{k} / 2+\left[B_{0}-T(x)\right] / 2+\left[B_{0}-T(y)\right] / 2
\end{aligned}
$$

$$
\begin{aligned}
& =B_{0}+\frac{1}{2}\left[\sum_{X \delta Y} w_{k}-T(x)-T(y)\right] \\
& =B_{0}+\frac{1}{2}\left[\sum_{X \delta Y} w_{k}-\left(\sum_{X \cap Y} w_{k}+\sum_{X-Y} w_{k}\right)-\left(\sum_{X \cap Y} w_{k}+\sum_{Y-X} w_{k}\right)\right] \\
& =B_{0}+\frac{1}{2}\left[-2 \sum_{X \cap Y} w_{k}\right]=B_{0}-\sum_{X \cap Y} w_{k} \\
& =B-A-\sum_{X \cap Y} w_{k}=B-\hat{s}(x, y) .
\end{aligned}
$$

3.5.2 Constructing a Single Additive Tree In Case 2, the original cluster solution $C$ consists of a nested subset of clusters plus one or more additional complementary clusters. It will be shown below that such a cluster structure can always be represented by an additive tree. It has previously been established (Carroll 1976; Sattath and Tversky 1977) that the distance between two objects $x, y$ in an additive or path-length tree, $\hat{d}_{A}(x, y)$, can always be expressed as $\hat{d}_{A}(x, y)=\hat{d}_{U}(x, y)+A_{x}+A_{y}$, where $\hat{d}_{U}(x, y)$ is the distance between $x$ and $y$ in an ultrametric tree, and $A_{x}$ and $A_{y}$ are real constants (not necessarily positive). ${ }^{3}$ In the following section we show how to construct an additive tree in a related manner, by beginning with an ultrametric tree, and describing the additive constants as adjustments that are made to the $n$ leaf arcs of the additive tree to accommodate the effects on the similarities of any complementary clusters. In addition, we may need to adjust the value of the additive constant $B$ of Equation (6).

We construct the additive tree as follows. Assume that an ultrametric tree representation has been constructed by one of the methods outlined in Case 1. The tree has associated path length distances $\hat{\mathbf{D}}$ that represent some cluster structure $C$ with associated similarities $\hat{\mathbf{S}}$ defined using the common features model; i.e., $\hat{\mathbf{D}}=\mathbf{B}-\hat{\mathbf{S}}$. Now assume that one additional complementary cluster $c_{m+1}$ with associated weight $w_{m+1}$ is to be incorporated into the solution, and that this is the complementary cluster for object $x$, i.e., $c_{m+1}=\bar{x}$. Introduction of this new cluster alters the predicted similarities among the

[^2]objects, resulting in new similarities $\hat{\mathbf{S}}^{\prime}$. Specifically, for all object pairs $y, z(y, z \neq x), \hat{s}^{\prime}(y, z)=\hat{s}(y, z)+w_{m+1}$, by the common features model. For all similarities involving $x, \hat{s}^{\prime}(x, y)=\hat{s}(x, y)$. We need to adjust both the length of the leaf arc corresponding to $x$, and the additive constant $B$, so that the path length distances in the modified tree are equivalent (to within a negative linear transform) to these modified similarities $\mathbf{S}^{\prime}$.

As described in Case 1 , for any cluster $c_{k}$ in the original nested set of clusters, the length of the arc connecting the corresponding node $n_{k}$ to its parent is derived from the cluster's weight $w_{k}$ by the function $f\left(n_{k}\right)=w_{k} / 2$. For the additional cluster $c_{m+1}$, the complementary cluster for $x$, the corresponding arc is the leaf arc for $x$, and the adjusted length of this arc is given by

$$
f^{\prime}(x)=\frac{B^{\prime}+w_{m+1}-T(x)}{2} .
$$

$B^{\prime}$ is the adjusted additive constant, which is calculated as follows. First, note that inclusion of the new cluster $c_{m+1}$ changes the total feature weight of all objects $y \neq x$ by the amount $w_{m+1}: T^{\prime}(y)=T(y)+w_{m+1}$. Thus, the new tree distance between any two objects $y$ and $z(y, z \neq x)$ is given by

$$
\begin{aligned}
& \hat{d}^{\prime}(y, z)=\sum_{Y \delta Z} f\left(c_{k}\right)+f^{\prime}(y)+f^{\prime}(z) \\
& =\sum_{Y \delta Z} w_{k} / 2+\left[B^{\prime}-T^{\prime}(y)\right] / 2+\left[B^{\prime}-T^{\prime}(z)\right] / 2 \\
& =\frac{1}{2}\left[\sum_{Y \delta Z} w_{k}+2 B^{\prime}-T^{\prime}(y)-T^{\prime}(z)\right] \\
& =B^{\prime}+\frac{1}{2}\left[\sum_{Y \delta Z} w_{k}-\left(\sum_{Y \cap Z} w_{k}+\sum_{Y-Z} w_{k}+w_{m+1}\right)-\left(\sum_{Y \cap Z} w_{k}+\sum_{Z-Y} w_{k}+w_{m+1}\right)\right] \\
& =B^{\prime}+\frac{1}{2}\left[-2\left(\sum_{Y \cap Z} w_{k}+w_{m+1}\right)\right] \\
& =B^{\prime}-\left(\sum_{Y \cap Z} w_{k}+w_{m+1}\right)=B^{\prime}-\hat{s}^{\prime}(y, z)=B^{\prime}-\hat{s}(y, z)-w_{m+1} .
\end{aligned}
$$

Since we seek to represent the effect of cluster $c_{m+1}$ on the proximities solely by an adjustment to the length of the leaf arc for $x$, it is desirable to define $B^{\prime}$ so as to leave $\hat{d}(y, z)$ unchanged for $y, z \neq x$ (since the path length between $y$ and $z$ will not change). If we define $B^{\prime}=B+w_{m+1}$, then

$$
\hat{d}^{\prime}(y, z)=B^{\prime}-\hat{s}^{\prime}(y, z)=\left(B+w_{m+1}\right)-\left(\hat{s}(y, z)+w_{m+1}\right)=\hat{d}(y, z)
$$

For distances involving $x$,

$$
\hat{d}^{\prime}(x, y)=B^{\prime}-\hat{s}^{\prime}(x, y)=\left(B+w_{m+1}\right)-\hat{s}(x, y)=\hat{d}(x, y)+w_{m+1}
$$

To summarize, given a tree representation of the proximities defined by a clustering $C$ and associated weights $W$, we consider the clustering $C^{\prime}$ obtained by introducing an additional cluster $c_{m+1}$, the complementary cluster for $x$. We have shown that the resulting model similarities $\hat{\mathbf{S}}^{\prime}$ may be represented by appropriately adjusting the additive constant $B$ and the length of the leaf arc for $x: B^{\prime}=B+w_{m+1}, f^{\prime}(x)=\left[B^{\prime}+w_{k}-T(x)\right] / 2$. This result may be applied inductively to accommodate all $n_{c}$ complementary clusters. Thus, any cluster solution (based on the common features model) consisting of $m$ nested clusters plus $n_{c}(\leq n)$ complementary clusters may be represented as an additive tree with $m$ internal arcs plus $n_{c}$ leaf arcs corresponding to unique features. Since, as discussed, complementary features are equivalent to unique features in the distinctive features model, we may also view this as incorporating the $n_{c}$ corresponding unique features (or singleton clusters). As a final point, we note that certain clustering algorithms (e.g., Carroll and Pruzansky 1975) provide estimates of a scalar quantity for each object (the "object constants"). These object constants may be thought of as the lengths of leaf arcs (corresponding to unique features) in a "star"' graph (i.e., an additive tree with one internal node), and may be used directly to adjust the lengths of the leaf arcs in the ultrametric tree resulting from the methods of Case 1.
3.5.3 Constructing an Extended Tree In Case 3, a cluster solution consists of $m$ nested clusters plus several additional non-nested ones, so that an extended tree representation is convenient. In this case an additive tree may be constructed as described in the previous section to represent the nested clusters plus any complementary clusters. The remaining (non-nested) clusters may be represented as marked segments in the extended tree graph (Corter and Tversky 1986). These marked segments are interpreted as representing features common to the objects included in the cluster. Thus, the lengths of the marked segments are given by the original cluster weights estimated using the common features model, and the only additional problem that arises in constructing the extended tree is to select a placement for each marked segment. One simple and easily automated solution for this placement problem is as follows. For a given cluster $c_{m+1}$, place marked segments (with a particular label) on every leaf arc corresponding to an object in $c_{m+1}$. A potential problem with using this simple solution (especially if used for more than one cluster) is that marked segments may "overflow" some leaf arc.

Such a situation would necessitate an increase in the additive constant B (resulting in an increase in the length of all leaf arcs), to accommodate the marked segments. Note also that a more parsimonious representation sometimes may be obtained by combining marked segments from several leaf arcs into one marked segment on a "higher"' branch of the tree. An algorithm for automatically reparameterizing the extended tree in this manner could be constructed, based on the simple idea that if all the arcs "below" a node $n_{i}$ exhibit marked segments with a particular label, then those marked segments may be replaced with a single marked segment (with the same label) on the arc above node $n_{i}$.

We now show how the similarities and tree distances are affected by the non-nested overlapping clusters. Assume a tree representation (ultrametric or additive) exists for the similarities $\hat{\mathbf{S}}$ generated by a clustering $C$ with weights $W$ (using the common features model). Now consider the modified similarities $\hat{\mathbf{S}}^{\wedge}$ resulting from the introduction of one additional non-complementary cluster $c_{m+1}$. The only similarities affected by this additional cluster are those between two objects $x$ and $y$ that are both members of $c_{m+1}$ : $\hat{s}^{\prime}(x, y)=\hat{s}(x, y)+w_{m+1}$ for $x, y \in c_{m+1} ; \hat{s}^{\prime}(w, z)=\hat{s}(w, z)$ otherwise. To represent this cluster in the extended tree graph we introduce marked segments of length $w_{m+1} / 2$ on the leaf arcs corresponding to members of $c_{m+1}$. As described in Corter and Tversky (1986), these marked segments represent features common to $x$ and $y$; consequently the lengths of the segments on the leaf arcs do not enter into the path length between $x$ and $y: \hat{d}^{\prime}(x, y)=\hat{d}(x, y)$ $-w_{m+1} / 2-w_{m+1} / 2=\hat{d}(x, y)-w_{m+1}=B-\hat{s}(x, y)-w_{m+1}=B-\hat{s}^{\prime}(x, y)$. Note that no adjustment to the additive constant is necessary. The distance between any two objects $u$ and $z$ that are not both members of $c_{m+1}$ is unchanged by introduction of the marked segments: $\hat{d}^{\prime}(u, z)=d(u, z)$ $=B-\hat{s}(u, z)=B-\hat{s}^{\prime}(u, z)$. Thus introduction of the marked segment reduces the distances among members of the cluster $c_{m+1}$ by the amount $w_{m+1}$, but does not otherwise affect the distances in the (extended) tree.
3.5.4 Constructing Multiple Ultrametric Trees Case 4 is that in which multiple nested sets of clusters (plus any additional complementary clusters) are to be represented by multiple trees. As in Cases 2 and 3, additional complementary clusters may be represented by adjusting the lengths of the leaf arcs in one of the trees. In the path-length interpretation of the multiple tree model (Carroll 1976) the dissimilarity between two objects $x$ and $y$ is given by the sum of the path lengths in the two trees. If a cluster $c_{k}$ is to be represented in one tree only, the corresponding arc length is given by $f\left(n_{k}\right)=w_{k} / 2$, as in the case of a single path-length tree. A complication arises if a cluster $c_{k}$ is included in more than one clique, so that it is to be represented by an arc in more than one of the trees. In this case the expression $f\left(n_{k}\right)=w_{k} / 2$
represents the sum of the lengths of the several arcs (one from each tree) corresponding to the cluster. The decision to allocate this total arc length to one or more trees may be determined by external criteria such as interpretability. Note, however, that this problem arises only when two cliques in the nesting graph $N$ overlap (i.e., share one or more clusters). This is one of the reasons that it is desirable to select the covering by cliques that has the minimal number of such overlaps, or that minimizes the criterion expressed by Equation (4). In the multiple tree model another complication arises in defining the leaf arc lengths in the path-length interpretation of the multiple ultrametric trees model. As an example, consider the case in which two cliques of clusters are to be represented as two ultrametric trees. The lengths of the leaf arcs in each tree may be defined as follows. First define $T_{1}(x)$ to be the total feature weight of object $x$ for the clusters in Tree 1 only, and $T_{2}(x)$ analogously. Then set $B_{1}$ equal to the maximum value over all $x$ of $T_{1}(x)$ and $B_{2}$ to the maximum value over all $x$ of $T_{2}(x)$. Now define the length of the leaf arc for $x$ in Tree 1 as $f_{1}(x)=\left[B_{1}-T_{1}(x)\right] / 2$, and the length of the leaf arc for $x$ in Tree 2 as $f_{2}(x)=\left[B_{2}-T_{2}(x)\right] / 2$. Using these definitions of leaf arc lengths ensures that the path length between any two objects $x$ and $y$ (given by the sum of the path lengths in the two ultrametric trees) correctly models the dissimilarity between them.

### 3.6 Implementation of the Method

The graph-theoretic method described in a previous section for finding nested subsets in a clustering that may be represented as trees has been implemented in a PASCAL computer program. The heart of the program is a subroutine that finds all cliques of a graph, as described below. A number of algorithms have been described for finding the cliques of a graph (e.g., Bron and Kerbosch 1971; Das, Sheng, Chen and Lin 1979; Gerhards and Lindenberg 1979; Johnston 1976; Tsukiyama, Ide, Ariyoshi and Shirakawa 1977). One of the most widely used has been the Bron and Kerbosch (1971) algorithm, which uses a backtracking branch-and-bound technique to eliminate at an early stage of search those sets of nodes that cannot be cliques (either because the set contains disconnected pairs of nodes, or because the set is contained within a clique already identified). Without such bounding of the search tree, the number of sets of nodes that might correspond to a clique is given by the number of all possible combinations of nodes, or $2^{k}-2$, where $k$ is the number of clusters or nodes in the graph. Although several later algorithms (e.g., Johnston 1976) have been shown to outperform Bron-Kerbosch for certain special types of graphs, none has been shown to be consistently more efficient for a wide range of graph structures. It is worth noting that our first problem, that of finding (only) the maximum clique of a graph $G$, can be
solved more efficiently (e.g., Balas and Yu 1986; Pardolos and Phillips 1990) than the general clique-finding problem that enumerates all the cliques of a graph. However, we have chosen to implement the Bron-Kerbosch algorithm, because of the convenience of using a single algorithm for both the maximum clique and the minimal clique covering problems.

The clique-finding algorithm described by Bron and Kerbosch (1971) takes as input a square symmetric matrix $\mathbf{M}$, with entries corresponding to edges of the nesting graph $N$. Entry $m_{k l}$ is defined to be equal to 1 if nodes $k$ and $l$ are connected in $N$ (i.e., the corresponding clusters are either disjoint or stand in an inclusion relation). The diagonal entries are set equal to 1 . Since preparation of this connection matrix $\mathbf{M}$ can be laborious, in our implementation we have included a setup routine to compute this matrix from a list of clusters $C$. Thus, the input to our program is simply a list of clusters. Each cluster is specified as a list of numbers corresponding to the objects that are included in that cluster. The output of the program consists of a list of all the cliques of the graph, where a clique is specified as a list of the clusters comprising the clique. The order in which the cliques are output is somewhat arbitrary, but there is a tendency for larger cliques to be output earlier. The function of the program can be more easily understood by referring to the following simple example. In this and later examples, the objects to be clustered are labeled with letters ( $x, y, \ldots$ ), clusters are numbered with Arabic numerals ( $1,2, \ldots$ ), and cliques with Roman numerals (I, II,...). In this example, the following clusters are given in order as input: $1=(x y z), 2=(\nu w), 3=(x y z \nu w)$, $4=(y z u v), 5=(y u)$, the output is:
clique $\mathrm{I}=213$
clique $\mathrm{II}=25$
clique III $=45$
Clique I is described as consisting of Clusters 2, 1, and 3, Clique II as consisting of Clusters 2 and 5 , and so forth. The program also computes and prints the size of each clique. Using this list of cliques found by the program, an extended tree graph or multiple trees can then be constructed according to the methods described in the preceding sections.

## 4. Applications

In this section we report two applications of the clustrees method to find tree and extended tree representations of non-nested clusterings of actual data. The first application provides an extended tree representation for a clustering performed on data concerning the conceptual similarity of 20 instances of the category sports (Smith, Rips, Shoben, Rosch, and Mervis 1975). The second application results in a two-tree representation of a MAPCLUS
(Arabie and Carroll 1980) solution for the kinship data of Rosenberg and Kim (1975).

### 4.1 Sports

The first data set analyzed consisted of similarity ratings of pairs of twenty instances of the category sports (Smith et al. 1975). These data were analyzed using an extended version of MAPCLUS that has been modified (Corter and Carroll 1993) to incorporate automatically $n$ "complementary" clusters and estimate their weights. We do not describe this algorithm in any further detail, since that is not the purpose of this paper. We present this particular example merely to show an application of the clustrees method to representing a non-nested cluster solution that includes a number of complementary clusters. Cluster solutions were obtained with from 1 to 20 (noncomplementary) clusters, plus the 20 automatically included complementary clusters. For each desired number of clusters, the program was run three times with random initial configurations and the best solution of the three was selected. The nine-cluster solution (VAF $=87.4 \%$ ) was selected for application of the clustrees method. Table 1 presents the solution as a list of numbered clusters, in which each cluster is described by the list of sports that comprise it. The weight of each cluster is also given immediately following the cluster number.

The cluster solution was submitted to clustrees, yielding the following set of cliques. Each clique is described as a list of clusters, where the clusters are numbered as in Table 1:

```
clique I = 3 144685
clique II = 314689
clique III= 3 14479
clique IV = 32685
clique V = 32689
clique VI = 3279
```

In seeking to represent the solution as an extended tree, we wish to select the maximal clique to be represented by the basic tree structure. There are two six-member cliques (I and II), differing only in whether Cluster 5 or Cluster 9 is included. Thus, either clique could be used to construct the primary tree graph. Although we could make the choice between the two representations on the basis of interpretability, we will select Clique 1 , containing Cluster 5, for the basic tree since Cluster 5 has a larger weight than Cluster 9. The resulting extended tree representation of the cluster solution is shown in Figure 1.


Figure 1. Extended tree representation of the similarities among 20 instances of the category "'sports" (VAF = 87.4\%).

All clusters in this extended tree are easily interpretable. We can see that marked Feature C, representing Cluster 9, joins skiing with the other water-contact sports (excluding canoeing, the other water sport). Skiing is presumably not a member of the general water-sports cluster because of its ambiguity in referring either to water or to snow skiing. In any case, the output of the clique-finding algorithm makes clear that Cluster 5 (or Cluster 9) could be represented either as a tree arc or as a marked segment. Note that we have made the extended tree representation more parsimonious by creating one "high-level'" marked segment, combining segments (with the label ' $B$ ') from the leaf arcs corresponding to hiking and camping into one segment on the arc above the node joining these leaves (see Section 3.5.3 above).

The present solution compares favorably in fit and interpretability with the solution obtained by Corter and Tversky (1986) using the EXTREE program. That solution accounted for $93 \%$ of the variance with 62 parameters ( 33 unmarked or tree features, 9 marked features, and 20 unique features). The present solution, by contrast, accounts for $87 \%$ of the variance with 29 parameters ( 9 estimated clusters plus 20 complementary clusters). All clusters of the present solution were also present in the EXTREE solution, with the exception of Cluster 8 (boxing, fencing, archery). The EXTREE solution instead included two pairwise clusters (boxing, fencing) and (fencing, archery).

Note that a two-tree representation is also possible for this extendedMAPCLUS solution. Clique I (consisting of Clusters 314685 ) and Clique VI (consisting of Clusters 3279 ) together are exhaustive in that they include all clusters of the solution. Thus, two trees could be used to represent the solution. However, there are two sources of indeterminacy that arise in selecting a two-tree representation. First, the two sets of clusters are not mutually exclusive, since Cluster 3 is contained in both cliques. Thus, this cluster could be represented as an arc of one arbitrarily-chosen tree, or as an arc in both trees, in which case it should be given only half the length in each (or some other fractional weights). The second type of indeterminacy arises for the complementary clusters, which are to be represented by adjustments to the lengths of the leaf arcs. These adjustments could be made to either of the trees, resulting in one additive and one ultrametric tree (or to both, resulting in two additive trees).

### 4.2 Kinship Terms

Rosenberg and Kim (1975) conducted an investigation of subjective organization of relationships among kinship terms. These authors selected the 15 most common kinship terms in English (aunt, brother, cousin, daughter, father, grandfather, grandmother, granddaughter, grandson, mother, nephew,

TEELE 2
Nine-Cluster MAPCLUS Solution for 15 Kinship Terms.

| (1) | .582 | BROTHR SISTER |
| :--- | :--- | :--- |
| (2) | .554 | FATHER MOTHER |
| (3) | .551 | DAUGHT SON |
| (4) | .547 | GRDAUG GRFATH GRMOTH GRSON |
| (5) | .468 | AUNT COUSIN NEPHEW NIECE |
| (6) | .432 | NEPHEW NIECE |
| (7) | .398 | AUNT DAUGHT GRDAUG GRMOTH MOTHER NIECE SISTER |
| (8) | .395 | BROTHR EATHER GRFATH GRSON NEPHEW SON UNCLE |
| (9) | .311 | BROTHR DAUGHT EATHER MOTHER SISTER SON |

niece, sister, son, uncle), and asked several groups of subjects to sort them into groups of similar terms (i.e., to produce a partition of the 15 terms). Fuller descriptions of the experiment and alternative analyses of the data set can be found in Rosenberg and Kim (1975) and in Arabie, Carroll, and DeSarbo (1987). In the following analysis the single proximity matrix used was the unweighted sum across the six data collection conditions of the dissimilarities reported in Arabie et al. (1987, pp. 62-63). Thus, each dissimilarity represents the total number of sorts performed in all conditions minus the number of times the two stimuli were sorted into the same group by a subject.

MAPCLUS solutions were obtained for these data, specifying from 1 to 15 clusters. Three solutions were obtained for each specified number of clusters, and the best-fitting solution was used. The solution with $k=9$ clusters (VAF $=90.4 \%$ ) was selected for analysis via clustrees. The clusters of this solution are shown in Table 2 (cluster weights estimated by MAPCLUS are given immediately after the number identifying the cluster).

The nesting graph of this cluster solution was constructed and submitted to the clique-finding algorithm. The algorithm found exactly two cliques, one containing Clusters $1,2,3,4,5,6,9$, and the other containing Clusters 7 and 8 . Since these two cliques correspond to mutually exclusive and exhaustive subsets of the set of clusters in the solution, the clustering can be represented perfectly by two ultrametric trees (see Figure 2).


Figure 2. Two-tree representation of the similarities among 15 kinship terms (VAF $=90.4 \%$ ).

The first tree consists of three large groupings, interpreted as "nuclear family", 'collateral relatives", and "two-generation-distant'' terms. Further distinctions are made on the basis of generation within the nuclear family and collateral groups. The second tree consists of the two groups of genderspecific (male and female) terms, with cousin belonging to neither. Thus, the two-tree representation found by the current method is quite easy to comprehend and interpret. In fact, this two-tree solution corresponds quite closely to that found by Carroll and Pruzansky (1980) using their technique for fitting multiple trees. Their solution also consisted of one tree based on "gender-free" kinship relations such as generation and collineality, and a second tree based on gender. However, the trees in their solution were more 'articulated' ' in that each contained several clusters not apparent in the solution of Figure 2.

## 5. Discussion

A new graph-theoretic method ("clustrees') for organizing non-nested clusterings as multiple trees or extended trees has been described and illustrated with two sets of data. Mixtures of these models are also possible. For example, in the first application described above an extended tree representation was used. However, we noted that the data could also be represented by a mixture of one additive and one ultrametric tree. In other applications, more complicated combinations of models might be desirable. For example, multiple extended trees might prove useful in some applications.

We have described in detail the process of constructing tree and extended tree representations of clusterings, an endeavor that can be characterized more generally as finding distinctive features representations for common features models (Sattath and Tversky 1987). We have not treated in any detail the problems of nonuniqueness that arise in the reverse process: finding common features representations of a distinctive features model. The nonuniquenesses arise from the symmetry of the distinctive features model, which implies that the effects on the proximities of the features of sets $c$ and $\bar{c}$ cannot always be distinguished. Thus, a given distinctive feature might be represented as a feature shared by all members of set $c$ or as one shared by all members of set $\bar{c}$, or as a combination of the two. We view this and related nonuniqueness problems in common features representations as analogous to nonuniqueness problems that arise with geometric models of proximity (i.e., in components analysis and two-way MDS). Specifically, we refer to the invariance of model proximities under reflection and rotation of axes in these spatial models.

Different nonuniqueness problems were mentioned in earlier sections that discussed selecting "optimal" extended tree and multiple tree
representations. One such problem was that the maximum clique, and hence the "best" tree to use in constructing an extended tree, may not be unique (in other words, two or more cliques may have the same maximal number of constituent clusters). In such a case, the user will probably select among the competing optimal solutions on the basis of external criteria, such as interpretability. Another possibility, in cases where cluster weights are available, would be to select that maximum clique whose constituent clusters account for the greatest proportion of variance in the observed data. However, if there are many such competing optimal solutions, selecting among them may be difficult. A related nonuniqueness problem arises in the multiple tree problem: there may be more than one optimal clique covering (defined as the minimal clique covering with the smallest degree of cluster overlap). Again, choosing among these competing optimal solutions is up to the user, and will be more difficult to the extent that there are many such optimal solutions.

If choices among alternative representations of a set of proximity data are to be made on the basis of interpretability or other substantive grounds, then it would be useful to have computer-based methods that allow for the interactive construction, inspection, and modification of multiple tree and extended tree graphs, so that the best representation could more easily be selected by the user. The present graph-theoretic methods seem to offer an approach to this problem of finding and comparing alternative extended tree or multiple tree representations of a clustering, and thus can aid in choosing the most interpretable or useful representation.
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[^0]:    1. We distinguish between nested clusterings and non-nested (overlapping) clusterings. We use the term nested to refer to cluster solutions in which each pair of clusters is either disjoint (i.e., the two clusters have no members in common) or one cluster is a proper subset of the other. We use the terms non-nested or overlapping to refer to clusterings in which two distinct clusters may overlap without one being a subset of the other. Note that some authors use the term nested in a stronger sense, to denote only those sets of clusters that can be strictly ordered in such a way that for any pair of clusters $c_{k}$ and $c_{k^{\prime}}, k<k^{\prime}, c_{k}$ is a proper subset of $c_{k^{\prime}}$.
[^1]:    2. Here and in subsequent sections, we use unsubscripted lowercase letters ( $x, y, .$. ) to refer to the objects being clustered, and upper-case letters ( $X, Y, .$. ) to refer to the corresponding feature sets. This switch in notation is desirable because using subscript notation for objects and feature sets is less legible (because of the small size of the subscripts that would be needed to distinguish objects and feature sets), is highly confusable with the subscript notation that will be used for clusters of objects (and nodes of a graph), and is inconsistent with the literature on feature-based models (e.g., Tversky 1977; Sattath \& Tversky 1987).
[^2]:    3. This decomposition is not unique, however. In fact, for an additive tree with $n$ terminal nodes there will generally be $3 n-5$ topologically distinct ultrametric trees and corresponding sets of additive constants that yield valid decompositions. This nonuniqueness problem does not arise in our method, though, because we choose that ultrametric tree defined by the clique of overlapping clusters we have selected in the clique search and selection process described above.
