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Annually, approximately 30 million patients are discharged 
from the emergency department (ED) after a traumatic 
event1. These patients are at substantial psychiatric risk, 
with approximately 10–20% developing one or more disor-
ders, including anxiety, depression or post-traumatic stress 
disorder (PTSD)2–4. At present, no accurate method exists to 
predict the development of PTSD symptoms upon ED admis-
sion after trauma5. Accurate risk identification at the point 
of treatment by ED services is necessary to inform the tar-
geted deployment of existing treatment6–9 to mitigate sub-
sequent psychopathology in high-risk populations10,11. This 
work reports the development and validation of an algorithm 
for prediction of post-traumatic stress course over 12 months 
using two independently collected prospective cohorts of 
trauma survivors from two level 1 emergency trauma centers, 
which uses routinely collectible data from electronic medical 
records, along with brief clinical assessments of the patient’s 
immediate stress reaction. Results demonstrate externally 
validated accuracy to discriminate PTSD risk with high preci-
sion. While the predictive algorithm yields useful reproduc-
ible results on two independent prospective cohorts of ED 
patients, future research should extend the generalizability to 
the broad, clinically heterogeneous ED population under con-
ditions of routine medical care.

Previous studies identified multiple trauma-related predic-
tive signals of PTSD risk7,12–17, including aspects of the biologi-
cal stress response18–23, immune response24–26, threat perception, 
psychophysiological arousal15,19,27 and psychosocial determinants 
of clinical risk28. Many indicators related to these biological sys-
tems and psychosocial indicators are routinely collected in the 
ED and logged in the electronic medical records (EMRs), mak-
ing them viable as candidate predictors of risk. Some factors, such 
as self-reported psychological stress, are not yet part of the medi-
cal routine and only about 7% of level 1 trauma centers routinely 
screen for PTSD29.

Notably, PTSD comes with long-term clinical and pecuniary costs 
to both the individual and the healthcare system. While empirically 
validated treatments are effective in reducing the risk for PTSD6,8,9, 
early prevention strategies are typically not implemented due to the 
lack of established methods for timely and reliable risk identifica-
tion11. The ED visit is often the sole contact of trauma survivors 
with the healthcare system and the time immediately after trauma 
opens a critical window to prevent the development of PTSD11,30. 
Accurate identification of risk for PTSD during ED evaluation using 
algorithms running on accessible data sources would provide new 
opportunities for cost-effective and scalable methods of risk assess-
ment and intervention to reduce the prevalence of PTSD without 
posing high additional burden for ED personnel11.

The use of predictive models to integrate multiple post-traumatic 
stress (PTS) risk indicators has demonstrated moderate to strong 
predictive accuracy on a proof-of-concept level12–14. However, the 
frequent lack of external validation in the literature obscures the 
generalizability of model performance31,32, ultimately hampering the 
implementation of such algorithms in clinical practice. Recognizing 
the high clinical need, the US National Institute of Mental Health 
has funded a large multi-site consortium that will start to collect 
data from independent sites33 suitable to evaluate the reliability 
of emerging predictive models of PTS course. Independently of 
this effort, large hospital systems are actively working to identify 
novel methods that can be integrated into the standard of care to 
improve patient outcomes and decrease long-term costs to the hos-
pital system34. Together, there is an indication of both the necessary 
research and clinical interest in the development and deployment of 
data-driven approaches to predict the clinical risk of psychopathol-
ogy in the context of ED healthcare.

We set out to develop and test the prediction of PTSD symptom 
development in a reproducible way across independent samples. At 
two independent sites (Supplementary Figs. 1 and 2), ED patients 
who reported experience of a traumatic event according to trauma 
criterion A35 were enrolled in a prospective longitudinal cohort. 
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Detailed sample characteristics are presented in Supplementary 
Tables 1–3 and Table 1.

We first built a cross-validated predictive algorithm of 
non-remitting PTSD symptom progression over 12 months follow-
ing ED discharge based on a multi-layer ensemble machine-learning 
approach in a prospective longitudinal cohort (n = 377; Grady 
Memorial Hospital, Atlanta) of ED patients who had experienced 
a traumatic event (Supplementary Fig. 1). Second, we externally 
validated the algorithm in an independent prospective longitudinal 
cohort (n = 377; Bellevue Hospital Center, New York City) of ED 
patients admitted after trauma (Supplementary Fig. 2). Additionally, 
we determined the predictive accuracy of distinct symptom trajec-
tories beyond non-remitting PTSD symptoms (‘one-versus-rest’ 
classification). Finally, we tested the prediction of provisional PTSD 
diagnosis at 12 months after ED admission (Table 2). Extended Data 
Fig. 1 shows a schematic overview of the study design.

Heterogeneity in the symptom progression over 12 months 
following ED discharge was statistically described using latent 
growth mixture modeling (LGMM). Two unconditional LGMM 
models were independently fitted for the two longitudinal cohorts 
to obtain PTS symptom trajectories as outcomes that are statisti-
cally independent of each other to guarantee the integrity of the 
external validation procedure (Supplementary Tables 4 and 5). The 
symptom trajectories are qualitatively described as ‘non-remitting 
symptoms’, ‘recovery’, ‘worsening symptoms’ (external valida-
tion cohort only) or ‘resilience’ (Supplementary Fig. 3). The 
non-remitting versus the resilient trajectory was used as one out-
come for the algorithm. An additional outcome was the discrimi-
nation between the non-remitting symptom trajectory versus all 
other trajectories (Table 3).

After the preprocessing of the data, 70 variables were included 
at both sites as candidate predictors (Supplementary Table 2). With 
these data, the algorithm achieved high discriminatory accuracy 
(area under the curve (AUC) = 0.84) to classify ED patients on a 
non-remitting symptom trajectory versus resilient ED patients in 
the model development sample (Table 3). The high discriminatory 
performance was reproduced (AUC = 0.83) on the external valida-
tion dataset (Table 3).

To benchmark the predictive model, we compared the algo-
rithm with a scikit-learn DummyClassifier (Supplementary Fig. 4) 
and a logistic regression (external validation set; weighted-average 
precision = 0.76, recall = 0.69, f1 score = 0.63, AUC = 0.62; 

Supplementary Table 6 and Supplementary Fig. 5). Moreover, we 
applied the algorithm on a subset of candidate predictor variables 
using only biomarker data from EMRs that are routinely collect-
ible in the ED (Supplementary Table 7). As might be expected, the 
performance decreased but demonstrates that the prediction is 
not exclusively driven by self-reports and that the accuracy of the 
prediction based on EMR alone is informative and in the range of 
‘fair’ discriminatory ability of the classifier on the external valida-
tion dataset (AUC = 0.72). We compared these results to only using 
specific psychometric data that were collected for research purposes 
in the ED (Supplementary Table 8), consisting of the Immediate 
Stress Reaction Checklist (ISRC)36 and Peritraumatic Dissociative 
Experiences Questionnaire (PDEQ)37. The algorithm yielded accu-
rate and reproducible results (Table 3) when applied on a subset of 
the candidate predictors that consists of routinely collected EMR 
data plus four items of the ISRC (item 6, item 7, item 26 and item 
27). The receiver operating characteristic (ROC) curve shows the 
specificity and the sensitivity of the binary predictions on the model 
development dataset (AUC = 0.85) and the external validation data-
set (AUC = 0.86) and is accompanied by a calibration plot for the 
predicted probabilities (Extended Data Fig. 2a,b).

In addition, we proceeded to test how well the algorithm dis-
criminates the non-remitting trajectory from all other PTS symptom 
trajectories, not only from the resilient one (Supplementary Table 
9). While the results are less stable, the algorithm achieved very 
high discriminatory accuracy on the model development dataset  

Table 1 | Inclusion and exclusion criteria

Model development sample (Grady Memorial) External validation sample (Bellevue Hospital)

Inclusion criteria •→Adults 18–65 years of age
•→Evidence of acute traumatic event exposure defined by 
DSM-4 PTSD criterion A
•→Fluency in English
•→have blood obtained by ED care staff

•→Adults 18–70 years of age
•→Evidence of acute traumatic event exposure defined by 
DSM-5 PTSD criterion A
•→Fluency in English, Spanish or Mandarin
•→Living in New York tri-state area

Exclusion criteria •→Evidence of traumatic brain injury indicated by a Glasgow 
Coma Scale score <15
•→Current or past history of mania, schizophrenia, other 
psychoses
•→Prominent suicidal ideation in the last month
•→Intoxication
•→Severe pain
•→Active labor
•→Respiratory distress
•→Admission to an intensive care unit, admission or surgery, 
medical instability or hemodynamic compromise.
•→No phone or home address
•→Evidence of an inability to understand study procedures, 
risks or otherwise unable to give informed consent

•→Evidence of traumatic brain injury indicated by a Glasgow 
Coma Scale score <13
•→Evidence of present or past psychotic symptoms
•→Evidence of ongoing traumatic exposure (for example, 
domestic violence)
•→Evidence of homicidality/suicidality
•→Adults in police custody or Department of Correction 
patients
•→Admission to an intensive care unit, admission or surgery, 
medical instability or hemodynamic
•→No phone or home address
•→Evidence of an inability to understand study procedures, risks 
or otherwise unable to give informed consent

Table 2 | Prediction of provisional PTSD diagnosis at 12 months 
after ED admission

Provisional PTSD diagnosis

1 month 6 months 12 months

Model development 
sample

32.3% (109 of 
337)

19.3% (53 of 
274)

15.5% (40 of 
258)

External validation 
sample

30.4% (35 of 
115)

30.7% (31 of 
101)

22% (17 of 75)

The number of ED patients in the sample who screened positive for provisional PTSD diagnosis 
(PTSD Checklist for DSM-5 (PCL-5) score ≥33 or modified PTSD Symptom Scale (mPSS) score 
≥21) and number of ED patients for which available scores were available. Percentages and 
frequencies in brackets are based on complete case analysis of fully available PCL-5 or mPSS scores 
at the respective time of measurement.
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(AUC = 0.96) and reasonably good performance (AUC = 0.78) on 
the independent external validation set (Table 3).

Finally, we determined the number of ED patients who screened 
positive for PTSD caseness at 12 months based on a cutoff for provi-
sional PTSD diagnosis (Table 2). Across the combined samples, the 
12-month prevalence of this provisional PTSD diagnosis was 17.12% 
(57 of 333). The algorithm predicted provisional PTSD diagnosis at 
12 months with high discriminatory accuracy of AUC = 0.87 on the 
external validation dataset (Supplementary Fig. 4).

In summary, our results demonstrate the development and 
internal and external validation of a predictive algorithm with high 
discriminatory accuracy for PTS pathology. External validation of 
predictive models is the gold standard to evaluate the generalizabil-
ity of the performance31 but is, to our best knowledge32, still lacking 
in the literature of PTSD prediction models. The externally vali-
dated results of the proposed prediction algorithm presented here 
are within the range of existing benchmark models without external 
validation and are encouraging for further research12,13.

Out of all patients who are predicted to manifest non-remitting 
PTSD symptoms through 12 months, 90% were presenting such 
non-remitting symptoms. Only 5% of all patients who were 
‘resilient’ through 12 months were falsely predicted to manifest 
non-remitting PTSD symptoms (Supplementary Table 10). Out 
of all patients who are predicted to have no or low PTSD symp-
toms through 12 months (resilient trajectory), 29% would develop 
non-remitting PTSD symptoms through 12 months. As it is often 
clinically more useful to predict non-remitting symptoms than 
resilience, the algorithm is promising to support early clinical 
screening for PTS long-term risk in the population of ED patients 
who experienced a traumatic event consistent with PTSD criterion 
A35 (Supplementary Table 3) and who undergo blood sampling, as 
examined in this study.

To examine the key markers predicting PTS risk, we calculated 
SHAP (SHapley Additive exPlanation) values to rank the features 
in the order of importance for the prediction38. The rank order 
informs which feature values influence the prediction the most 
while accounting for the influence of all other feature values and 

controlling for the order of adding the features to the model38. 
Figure 1a,b shows the 20 most influential predictors when using all 
data and Fig. 1c,d when using only EMR biomarker data plus the 
four most predictive ISRC items. The variable importance for the 
prediction of non-remitting symptoms versus all other trajectories 
is presented in Supplementary Fig. 6. SHAP values can also visualize 
which variables mainly drive correct classifications or misclassifica-
tion (Supplementary Fig. 7b,c). As the prediction of the algorithm 
is an achievement of all variables together, importance ranking  
(Fig. 1a–d and Supplementary Fig. 7a–d) should not be interpreted 
causally. Casual inferences would require randomized controlled 
trials, whereas this study was designed to test the reproducibility 
of the predictive accuracy on out-of-sample data. Nevertheless, the 
post hoc variable importance ranking may generate new hypotheses 
to design future prospective studies to determine the relevance of 
the predictor variables as potential risk factors or to guide research 
on prevention measures.

We demonstrated the development and internal and external val-
idation of a predictive algorithm with high discriminatory accuracy 
for PTS pathology. The predictive model is based on the psychologi-
cal stress response and biological data collected in the ED directly 
after a traumatic event. We achieved accurate out-of-sample pre-
diction of PTS risk with good predictive performance in two inde-
pendent clinical samples. External validation is the gold standard to 
evaluate the generalizability of a predictive model’s performance but 
is still lacking in the literature of PTSD prediction models. The next 
step is to evaluate the net utility of the implementation of the algo-
rithm as an automated clinical read-out available for ED clinicians 
at discharge planning. The nature of the predictor variables and the 
timing of their measurement make this goal amenable for further 
investigation and would have significant implications for both the 
early identification of PTS following trauma, as well as integration 
of acute care providers managing such patients in the near term. For 
the current algorithm to be used in healthcare, important additional 
steps are required to promote the interoperability and implemen-
tation of the predictive model into diverse medical infrastruc-
tures. We recommend that ED patients with suspected criterion 

Table 3 | Discrimination between the non-remitting symptom trajectory versus all other trajectories

EMR data plus ISRC and PDEQ (non-remitting versus resilient)

Precision Recall f1 score ROC-AUC Positive eventsa/total eventsb

Training set 0.86 0.84 0.84 0.84 27 of 164

Internal validation 0.83 0.64 0.69 0.70 14 of 89

External validation 0.86 0.85 0.85 0.83 38 of 93

EMR data plus the four ISRC itemsc (non-remitting versus resilient)

Precision Recall f1 score ROC-AUC Positive eventsa/total eventsb

Training set 0.88 0.85 0.85 0.85 27 of 164

Internal validation 0.85 0.65 0.71 0.69 14 of 89

External validation 0.86 0.86 0.86 0.86 38 of 93

EMR data plus ISRC and PDEQ non-remitting versus all other PTS trajectories

Precision Recall f1 score ROC-AUC Positive eventsa/total eventsb

Training set 0.87 0.84 0.84 0.96 35 of 320

Internal validation 0.82 0.68 0.74 0.59 6 of 57

External validation 0.83 0.75 0.78 0.78 38 of 221
aPositive events, LGMM class of ED patients with non-remitting PTS symptoms; bTotal events, all participants included in the analysis (LGMM class of ED patients with non-remitting PTS 
symptoms + LGMM class of resilient ED patients); cISRC item 6: “I felt like I was not there, like I was not part of what was going on,”, ISRC item 7: “I felt confused,”, ISRC item 26: “I get upset when 
something reminds me of what happened,” and ISRC item 27: “I feel hyper or like I can’t stay still.” Weighted-average performance metrics of several experiments during predictive model development, 
validation on an internal test set (Grady Memorial Hospital) and external validation set (Bellevue Hospital Center). We explored the performance of the algorithm using EMR data along with two brief 
validated psychometric assessments in the ED (Supplementary Table 2) to predict the primary outcome of non-remitting stress symptoms versus resilience as indicated by LGMM and of non-remitting 
symptoms versus all other PTS trajectories.
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A traumatic stress exposure are assessed with brief psychometric  
instruments, consistently with recommendations of embedded 
screenings for depression, suicidality and substance abuse29. In the 
proposed algorithm, the inclusion of four items of the ISRC consid-
erably increased the accuracy of the prediction (Table 3).

A limitation to note is the use of PTSD self-report measures 
rather than gold-standard structured clinical interviews, such as the 
clinician-administered PTSD scale of the Diagnostic and Statistical 
Manual of Mental Disorders (DSM)-5 (ref. 39). Further, the algo-
rithm evaluation should be extended beyond the defined inclusion 
and exclusion criteria (Table 1) to test the ecological validity for the 
broadest and most heterogeneous ED population at significant risk 
for PTSD, including trauma types other than those in our sample 
(Supplementary Table 3), such as the traumatic experience of car-
diovascular events40.

However, in urban public hospitals, patients may utilize the ED 
for primary care related to routine illness or injury without meeting 
DSM criteria A. Since every screening tool will yield a certain false 
positive rate, it is best to avoid unnecessary screening of patients who 
can by definition not develop PTSD. Accordingly, the intended target 
population of the algorithm are ED patients after suspected trauma.

Similarly, the current algorithm was built using patients for 
whom blood was drawn (Table 1). This limits the generalizability 

to patients with more severe illness or injury, requiring clinical 
blood testing. However, patients who experience less severe inju-
ries that are psychologically perceived to be life-threatening are also  
at risk for PTS.

Ultimately, such algorithms will only become clinically action-
able when directly integrated into care, thereby informing trans-
lational research with clinicians’ long-term experience as a stream 
of feedback on model utility. Ecological validity in diverse clinical 
settings requires continued evaluation and vastly more independent 
data. The current effort provides a starting point for new technolo-
gies to be built into the existing healthcare systems for actionable 
prediction of PTS risk after trauma.
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Fig. 1 | Variable importance for the training set. a, Variable importance using SHAP for the training set based on EMR data plus ISRC and PDEQ. 
The SHAP value is calculated for each feature by comparing what the model’s prediction would be without the feature and with the feature in every 
possible order of adding the feature to the model. The bar plot shows the mean absolute SHAP value per feature. The larger the SHAP value, the more 
important the feature is to discriminate between the non-remitting and resilient trajectory. b, SHAP summary dot plot (for the same analysis as in a) 
displaying features that influence model predictions of positive outcome (non-remitting class) the most. The higher the SHAP value of a feature, the 
higher the log odds of a non-remitting PTSD trajectory. Features are first sorted by their global impact (y axis). For every individual in the sample, a 
dot represents the attribution value for each feature from low (blue) to high (red). The density of the plot shows that the ISRC is the most important 
predictor and that higher ISRC levels give rise to higher SHAP values (higher probability to be in the non-remitting class) displayed on the x axis. 
Chloride (which is the most important predictor in the external test set; Supplementary Fig. 7) shows that a higher score increases the likelihood (a log 
odds ratio) of being assigned to the non-remitting trajectory by the model (higher SHAP value). c, SHAP variable importance for the training set using 
EMR data plus the four most predictive ISRC items. d, SHAP summary dot plot for the respective analysis from c. Self-report measures are colored in 
dark blue in a–c.
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Methods
Participants. At two US sites, patients who were admitted to the ED of a level 1 
trauma center after experiencing a traumatic event were enrolled into one of two 
separate longitudinal study cohorts.

The first sample (n = 377) of ED patients was prospectively enrolled from 2012 
to 2017 at the Marcus Trauma Center of the Grady Memorial Hospital and was 
used for model development (discovery sample). A second independent sample 
(n = 221) of ED patients was prospectively enrolled from 2012 to 2016 at Bellevue 
Hospital Center and was used for external validation of the predictive model 
(validation sample).

The participants were approached based on information of the ED’s ‘White 
Board’, trauma surgery discharge rounds or the team’s rounding sheet. Potential 
eligible patients were contacted by the study personnel in the ED and our inclusion 
and exclusion criteria were assessed (Table 1). A flow chart details the patient flow 
for both samples (Supplementary Figs. 1 and 2).

Across both samples, all participants had experienced a traumatic event such 
as a life-threatening accident, assault or attack satisfying the DSM-5 trauma 
criterion A of PTSD. Further inclusion criteria across both sites were capacity 
to give informed consent, age between 18–65 years (Grady Memorial sample) 
or 18–70 years of age (Bellevue sample), US residency and fluent in English, 
Spanish and Mandarin (Bellevue sample) or fluency in speaking English (Grady 
Memorial sample). Exclusion criteria for the Bellevue sample were risk for ongoing 
traumatic exposure (such as domestic violence), evidence of homicidal/suicidal 
behavior, present or past psychotic symptoms, custody of police or Department 
of Correction, open head injury, survivors in coma or evidence of traumatic brain 
injury indicated by a Glasgow Coma Scale score <13 or no reliable access to email 
or telephone. Similarly, exclusion criteria for the Grady Memorial sample were 
current intoxication, suicidal ideation or suicide attempts during the previous 3 
months, a history of schizophrenia, psychosis or mania, Glasgow Coma Scale score 
<15, respiratory distress or medical instability, for example, hemodynamic  
(Table 1). ED patients received treatment and diagnostic assessments as usual, 
which included blood draws.

The studies were approved by the ethics committee of New York University 
(Bellevue study) and the Emory Institutional Review Board and the Grady Hospital 
Research Oversight Committee (Grady Memorial study) to be in line with the most 
recent version of Declaration of Helsinki41. All participants signed  
informed consent.

Outcomes. The primary outcome of the predictive model was the classification 
of ED patients based on longitudinal symptom trajectories of non-remitting PTS 
symptoms versus resilience as identified by LGMM. As a secondary outcome, 
we classified those on a non-remitting trajectory versus all other trajectories. For 
model development, the outcome measure was the mPSS42 prospectively collected 
at 1, 3, 6 and 12 months after ED discharge at Grady Memorial Hospital. The 
mPSS is a 17 item self-report psychometric instrument to assess PTSD symptom 
severity, with a cutoff of ≥21 screening positive for provisional PTSD diagnosis42,43. 
The specifier ‘provisional’ can be used “when there is a strong presumption that 
the full criteria will ultimately be met for a disorder but not enough information is 
available to make a firm diagnosis” at this moment in time35.

The outcome measure used for external validation of the predictive model 
was PTS symptom severity and was measured with PCL-5 (ref. 44). Data were 
prospectively collected at ED admission, within 7 d thereafter (phone screen 
interview) and at 1, 3, 6 and 12 months after ED admission at Bellevue Hospital. 
The PCL-5 is a 20-item self-report measure of PTSD and ranges from 0 to 80, with 
a cutoff score of 33 for screening positive for a provisional PTSD diagnosis44.

As an additional outcome, we predicted provisional PTSD diagnosis at 12 
months after ED admission based on an mPSS score ≥21 (model development)42 
and a PCL-5 score ≥33 (model validation)44. The PCL-5 and mPSS are 
well-established and cost-effective alternatives to structured clinical interviews for 
research purposes as the mPSS45 and PCL-5 show a “good diagnostic utility  
for predicting a CAPS-5 PTSD diagnosis” and “good structural validity and 
sensitivity to clinical change comparable to that of a structured interview”46.  
Both measures have good reliability, convergent, concurrent, discriminant and 
structural validity45,46.

Candidate predictor variables. Data collection was performed prospectively 
at the two sites, independently from each other, before the outcome of interest 
was determined. Both longitudinal cohort studies were designed to examine 
factors associated with PTSD in ED trauma survivors and the collected data 
were based on previous theory on biological risk factors for PTSD18–21,24,25 
such as psychophysiological stress response and threat perception18,20–23,25, 
psychophysiological arousal15,19, immune and inflammatory markers24–26, as well as 
psychosocial determinants of PTS28. For the proposed prediction model, a subset 
of all collected data was selected as candidate predictor variables based on the 
consideration that data should be readily available and routinely collected in the 
ED and thus, at least partially, available at both sites. Additionally, we included 
psychometric instruments that measure the acute stress response in a brief and 
noninvasive way. We considered 83 variables as candidate predictors that were 
available at both sites, 13 variables were removed due to missing values of more 

than 45%. In total, 70 variables were included for building and validating the 
model (Supplementary Table 2).

Electronic medical records. Data routinely collectible from EMRs comprised 
demographic variables, including patient age, sex, race and body mass index. 
Furthermore, it contained biomarkers, (vital signs of heart rate and blood 
pressure at ED arrival as well as data from blood draws such as hemogram and 
metabolomics analyses). Moreover, data collection contained self-reported pain 
level ratings and whether opiates were administered in the ED. Furthermore, the 
information collected includes whether a computed tomography or magnetic 
resonance imaging scan was indicated, the evaluation of loss of consciousness in 
the case of head injury and a record of coma.

Psychometric measures. We collected data about the participants’ acute responses 
to the traumatic event using the ISRC36 and dissociative experiences during the 
traumatic event using PDEQ37.

Statistical analysis. For outcome definition, LGMM in Mplus v.7 (ref. 47) identified 
heterogeneous trajectories based on PTS symptoms through 12 months after 
trauma. Individuals were assigned to trajectories based on their most likely class 
membership. For identifying the best-fitting model we followed recommendations 
from the literature48 (Supplementary Information). For the model development 
sample, mPSS scores of n = 377 ED patients and for the external validation 
sample, PCL-5 scores of n = 221 ED patients, were included in the LGMM. 
Trajectory analyses were run on the sample of participants who had at least one 
follow-up assessment. The best-fitting LGMM model in the discovery sample 
was a three-class solution with a linear slope (Akaike Information Criteria 
(AIC) = 8,111.160, Bayesian Information Criteria (BIC) = 8,158.347, sample-size 
adjusted Bayesian Information Criterion (SSBI) = 8,120.274, Vuong–Lo–
Mendell–Rubin Likelihood test (VRLT) = 0.0036, Lo–Mendell–Rubin Adjusted 
LRT test (LRT) = 0.0046) with high entropy of 83%. The three LGMM classes 
were qualitatively described as non-remitting, recovery and resilient symptom 
development over time. The most common symptom trajectory was resilient 
(n = 212; 56.23%) followed by recovery (n = 124; 32.89%). The non-remitting 
symptom trajectory was the least common response of ED patients (n = 41; 
10.88%).

The best-fitting model in the external validation sample was a four-class 
solution with a quadratic slope (AIC = 7,915.391, BIC = 7,983.354, 
SSBI = 7,919.973, VRLT = 0.0085, LRT = 0.0104 and entropy of 95.7%). One 
trajectory describes ED patients with non-remitting symptoms (n = 38; 17.2%), 
one with ED patients whose symptoms recover over time (n = 90; 40.72%), one 
was a trajectory of worsening symptoms (n = 38; 17.2%) and one was a symptom 
trajectory of resilient ED patients (n = 55, 24.89%). The LGMM model selection 
(Supplementary Tables 4 and 5) was guided by the Guidelines for Reporting on 
Latent Trajectory Studies checklist48.

Model development. Data were preprocessed using the R package, caret49 
(Supplementary Information). An ensemble of machine-learning classification 
algorithms (Deep Super Learner)50 in Python (scikit-learn 0.19.1)51 was applied 
to predict the probability of ED patients belonging to the non-remitting 
symptom trajectory throughout 12 months. This algorithm is an ensemble 
of base learners. Each base learner is specialized for a specific task required 
for an accurate prediction of the outcome of interest. Random forest 
(RandomForestClassifier)52, AdaBoost (AdaBoostClassifier)53, logistic regression 
(LogisticRegression)53 and support vector machines (SVCs)53 were used as base 
learners and optimized to minimize log loss50, an established performance 
measure in machine-learning classification models54. This algorithm was selected 
because of evidence of favorable performance in relatively small samples utilizing 
small features to sample ratios as in this study, especially compared to deep 
neural nets50,55.

External model validation. Model generalizability was assessed in an independent 
sample of ED patients. Thus, the finalized predictive model developed on the 
sample of Grady Memorial Hospital was applied once and unaltered to the 
independent sample from Bellevue Hospital Center. Measures of the predictive 
model’s performance on the external validation sample were precision, recall, 
f1 score and ROC-AUC, which are all established performance measures for 
machine-learning classification tasks49,56. All phases of model development, 
validation and reporting have been informed by respective guidelines and 
recommendations as applicable31,48,57–59.

Predictor importance ranking. We report methods for explainable machine learning 
using SHAP feature importance ranking based on Shapley values38. SHAP values 
are useful for examining machine-learning predictions and to critically appraise 
which features the model mainly relies on to arrive at individual prediction 
outcomes. Kernel-based SHAP values were used to rank the variables for their 
ability to predict the non-remitting symptoms versus the resilient PTS trajectory 
(Fig. 1)38. This is an additive feature attribution method using kernel functions, 
enabling consistent and locally faithful explanation of feature importance38,60.
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Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
All requests for raw and analyzed data and related materials, including 
programming code, will be reviewed by our legal departments (New York 
University Grossman School of Medicine and Emory University School of 
Medicine) to verify whether the request is subject to any intellectual property 
or confidentiality constraints. Any data and materials that can be shared will be 
released via a material transfer agreement for noncommercial research purposes. 
Request should be addressed to the corresponding author (K.S.) or the Principal 
Investigators of the two study sites (K.J.R. and I.R.G.-L.).

Code availability
The programming code is based on Scikit-learn (https://scikit-learn.org/stable/) 
and SHAP (https://github.com/slundberg/shap) and the core algorithm can be 
obtained from https://github.com/KSchultebraucks/DeepSuperLearner. Requests 
should be addressed to the corresponding author (K.S.).
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Extended Data Fig. 1 | Schematic overview of the study design. Displayed are the basic steps of the model development and model validation.
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Extended Data Fig. 2 | Predictive performance in terms of discrimination and calibration. In panel a, the ROC curve shows the specificity and the 
sensitivity of the predictions on the training set (blue line) and the external validation set (orange line) and is accompanied by a calibration plot for the 
predicted probabilities on the training set (orange line and blue bars) and the external validation set (red line and green bars) in panel b. The bars in 
the calibration plot in panel (b) displays the predicted probabilities in 10 bins [0, 10%], (10%, 20%],…, (90%, 100%], whereas the lines visualize the 
predicted probabilities in two bins (low vs. high probability).
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Supplementary Information 

Outcome definition 

As recommended in guidelines for LGMM1,2, the best-fitting model was selected through a nested 

model evaluation based on multiple criteria. These criteria are entropy, reduction in Information 

Criteria, i.e. Akaike Information Criteria (AIC) and Bayesian Information Criteria (BIC), sample-

size adjusted Bayesian Information Criterion (SSBI), and significance indicated by the Vuong-Lo-

Mendell-Rubin Likelihood test (VRLT) and the Lo-Mendell-Rubin Adjusted LRT test (LRT) along 

with parsimony and interpretability (see supplementary Table 4 and 5 for model fits). To identify 

the best fitting trajectory shape we examined a linear and quadratic slope.  

Model development 

All categorical variables were dummy coded into binary numerical values (“one-hot encoding”) 

and all numeric variables were normalized to the range [0;1] using R package caret3,4. All 

candidate predictor variables were manually curated to detect threats to data integrity such as 

typos (e.g. factor names) or inconsistent coding (e.g. missing values) and to align variable names 

and coding of identical variables across both samples. Variables not available at both sites or 

variables with more than 45% missing values were removed before bootstrap aggregation 

(bagged) tree imputation3,5. From the 83 variables available at both sites, 13 variables were 

excluded from analysis due to missing values of more than 45% of the data. 70 variables were 

included in the final model (Supplementary Table 2).  

Afterward, a deep super learner is built by calculating the optimally weighted composite as the 

average across the three individual base learners.6,7 To account for the threat of “overfitting”, k-

fold cross-validation with 3 folds and 10 repeats was applied for internal validation during model 

development.6,7 

To deal with the imbalance in the numbers of ED patients per LGMM class, minority oversampling 

of data points was performed using the SMOTE algorithm (only for model development), which is 

a common and effective method in machine learning to deal with unbalanced data of rare events.8 

The performance of the external validation dataset is reported “as is” without using over- or 

undersampling. 
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Supplementary Fig. 1. Flow diagram – visualizes the inclusion and exclusion of participants in 

the model development sample (Grady Memorial Hospital Atlanta) 
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Supplementary Fig. 2. Flow diagram – visualizes the inclusion and exclusion of participants in 

the external validation sample (Bellevue Hospital NY) 
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Supplementary Table 1. Sample characteristics of relevant differences between the sample 

used for the development of the predictive model and the sample used for external validation. 

 Model development 
sample (N = 377) 

Model validation 
sample (N = 221)  

Descriptive statistics 

Age (mean +/-SD) 36.05 (12.87) 36.69 (13.46) t(595) = .58, p=.56 

Gender (% Female) 47.1 37.1 Χ2(1) = 5.63, p = .02 

ISRC (mean +/-SD) 24.5 (10.91) 23.58 (10.26) t(523) = -.97, p=.33 

PDEQ (mean +/-SD) 23.79 (9.30) 24.96 (10.26) t(320) = 1.05, p=.30 

Hispanic (%) 3.7 26.1 Χ2(1) = 65.04, p <.001 
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Supplementary Table 2. Descriptive statistics of the 70 features included in the final model. 
Shown are the routinely collectible data extracted from the electronic medical records (vital signs, 
biomarkers from blood draws, information about potential head injury, medication treatment, and 
demographic variables). Moreover, the sums cores and items of the Immediate Stress Reaction 
Checklist and Peritraumatic Dissociative Experiences Questionnaire are shown. The final 
prediction model presented in the main text (Results section) also included the items of these two 

psychometric assessments.  

Data type Feature group Feature name Grady Memorial 
Study (N=377) 

Bellevue Study 
(N=221) 

Extracted from 
electronic 
medical records 

Vital Signs Systolic Blood pressure (mean 
+/-SD) 

139.27 (22.36) 135.62 (23.04) 

  Diastolic Blood pressure 
(mean +/-SD) 

84.87 (16.74) 81.91 (15.80) 

  Heart rate (mean +/-SD) 84.51 (17.69) 80.45 (16.41) 
 Biomarkers 

markers from 
blood draw 

White Blood Count (10^9/L) 
(mean +/-SD) 

8.40 (6.14) 9.95(3.93) 

  Red Blood Count (10^12/L) 
(mean +/-SD) 

5.06 (5.13) 4.71 (.60) 

  Neutrophils (percentage) 
(mean +/-SD) 

62.02 (14.43) 58.75 (15.14) 

  Lymphocytes (percentage) 
(mean +/-SD) 

25.95 (11.78) 29.28 (12.08) 

  Monocytes (percentage) 
(mean +/-SD) 

7.80 (3.30) 6.84 (2.21) 

  Mean Corpuscular Hemoglobin 
(g/dL) (mean +/-SD) 

33.10 (2.36) 33.21 (.75) 

  Red Blood Cell Width 
(percentage) (mean +/-SD) 

15.79 (18.97) 13.10 (2.31) 

  Hemoglobin (g/dL) (mean +/-
SD) 

13.89 (3.80) 14.10 (1.66) 

  Hematocrit (percentage) 
(mean +/-SD) 

40.98 (6.80) 42.45 (4.87) 

  Anion Gap (mean +/-SD) 8.96 (9.19) 10.28 (5.24) 
  Creatinine (mg/dL) (mean +/-

SD) 
.99 (.61) .95 (.26) 

  Sodium (mmol/L) (mean +/-
SD) 

136.09 (14.28) 139.57 (3.00) 

  Calcium (mg/dL) (mean +/-SD) 9.31 (.50) 9.25 (.64) 
  Potassium (mmol/L) (mean +/-

SD) 
5.19 (10.63) 4.13 (.72) 

  Glucose (mg/dL) (mean +/-SD) 114.21 (74.62) 124.56 (46.68) 
  Carbon dioxide (mmol/L) 

(mean +/-SD) 
25.04 (3.34) 24.45 (3.91) 

  Osmolality (mosm/L) (mean +/-
SD) 

273.00 (29.31) 280.07 (6.18) 

  Urea Nitrogen (mg/dL) (mean 
+/-SD) 

12.81 (5.23) 13.01 (4.42) 

  Mean Corpuscular Volume 
(f/L) (mean +/-SD) 

87.14 (8.42) 90.31 (5.16) 

  Platelet Count (10^9/L) (mean 
+/-SD) 

234.61 (79.55) 242.17 (66.76) 
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  Chloride (mmol/L) (mean +/-
SD) 

103.11 (10.74) 105.11 (3.27) 

 Potential Head 
injury 

Loss of consciousness (% of 
those who lost consciousness) 

18.7% 34.5% 

 Medication Opiate (% of those who 
received Opiate) 

34.8% 59.4% 

 Demographic 
variables 

Gender (% Female) 47.1% 37.1% 

  Age (mean +/-SD) 36.05 (12.87) 36.69 (13.46) 
Actively 
collected 
psychometric 
assessment to 
measure the 
experienced 
stress reactivity 
to the traumatic 
event  

 Immediate Stress Reaction 
Checklist - ISRC (sum score) 
(mean +/-SD) 

24.5 (10.91) 23.58 (10.26) 

ISRC item 1: “My mind went 
blank” (mean +/-SD) 

1.03 (.88) 1.09 (.87) 

ISRC item 2: “I did things that I 
did not even know I was 
doing.” 
(mean +/-SD) 

.50 (.75) .66 (.79) 

ISRC item 3: “Things seemed 
to happen really slowly” (mean 
+/-SD) 

.68 (.86) .73 (.79) 

ISRC item 4: “Things seemed 
to happen really fast” (mean 
+/-SD) 

1.40 (.84) 1.13 (.85) 

ISRC item 5: “What was 
happening seemed unreal to 
me – like I was in a dream or 
watching a movie” (mean +/-
SD) 

1.37 (.82) 1.27 (.84) 

ISRC item 6: “I felt like I was 
not there – like I was not part 
of what was going on” (mean 
+/-SD) 

.74 (.86) .71 (.84) 

ISRC item 7: “I felt confused” 
(mean +/-SD) 

1.17 (.87) 1.18 (.83) 

ISRC item 8: “I felt numb – like 
I did not have any feelings” 
(mean +/-SD) 

.82 (.87) .87 (.86) 

ISRC item 9: “People like my 
family or friends seemed like 
strangers to me” (mean +/-SD) 

.24 (.60) .21 (.54) 

ISRC item 10: “Everything 
seemed weird, not normal” 
(mean +/-SD) 

.96 (.85) 1.08 (.82) 

ISRC item 11: “At times I was 
not sure where I was or what 
time it was” (mean +/-SD) 

.74 (.86) .68 (.79) 

ISRC item 12: “There were 
times when I did not feel any 
pain even when I was hurt.” 
(mean +/-SD) 

.76 (.87) .86 (.87) 

ISRC item 13: “I felt really 
scared” (mean +/-SD) 

1.54 (.74) 1.36 (.79) 

ISRC item 14: “I wanted to 
make it stop happening, but I 
could not” (mean +/-SD) 

1.62 (.69) 1.40 (.79) 
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ISRC item 15: “I felt sick 
because what was happening 
seemed so horrible” (mean +/-
SD) 

1.04 (.92) .94 (.87) 

ISRC item 16: “I can’t 
remember some parts of what 
happened” (mean +/-SD) 

.58 (.78) .88 (.87) 

ISRC item 17: “I can’t stop 
thinking about what happened” 
(mean +/-SD) 

1.47 (.78) 1.22 (.75) 

ISRC item 18: “I don’t want to 
think about what happened” 
(mean +/-SD) 

1.19 (.87) .91 (.82) 

ISRC item 19: “I feel jumpy” 
(mean +/-SD) 

.64 (.82) .63 (.78) 

ISRC item 20: “My feelings are 
numb – I feel cut off from my 
emotions” (mean +/-SD) 

.51 (.77) .53 (.74) 

ISRC item 21: “When I think 
about what happened, I feel 
really upset” (mean +/-SD) 

1.33 (.82) 1.26 (.79) 

ISRC item 22: “I am trying not 
to remember or think about 
what happened to me” (mean 
+/-SD) 

.86 (.88) .63 (.76) 

ISRC item 23: “I am having a 
hard time concentrating or 
paying attention” (mean +/-SD) 

.56 (.76) .79 (.75) 

ISRC item 24: “I feel spacey or 
out of touch with the world 
around me” (mean +/-SD) 

.52 (.76) .57 (.71) 

ISRC item 25: “Pictures or 
sounds from what happened 
keep popping into my mind” 
(mean +/-SD) 

1.26 (.86) .97 (.81) 

ISRC item 26: “I get upset 
when something reminds me 
of what happened” (mean +/-
SD) 

.66 (.84) .69 (.79) 

ISRC item 27: “I feel hyper or 
like I can’t stay still” (mean +/-
SD) 

.38 (.69) .51 (.71) 

Peritraumatic Dissociative 
Experiences Questionnaire – 
PDEQ (sum score) (mean +/-
SD) 

23.79 (9.30) 24.96 (10.26) 

PDEQ item 1: “I had moments 
of losing track of what was 
going on. I blanked out or 
spaced out or in some way felt 
that I was not part of what was 
going on” (mean +/-SD) 

2.52 (1.57) 2.99 (1.60) 

PDEQ item 2: “I found that I 
was on automatic pilot. I ended 
up doing things that I later 

2.02 (1.46) 2.35 (1.47) 
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realized I had not actively 
decided to do” (mean +/-SD) 
PDEQ item 3: “My sense of 
time changed. Things seemed 
to be happening in slow 
motion” (mean +/-SD) 

2.32 (1.50) 2.65 (1.46) 

PDEQ item 4: “What was 
happening seemed unreal to 
me, like I was in a dream, or 
watching a movie or play” 
(mean +/-SD) 

3.26 (1.58) 3.02 (1.52) 

PDEQ item 5: “I felt as though 
I was a spectator, watching 
what was happening to me as 
if I were floating above the 
scene or observing it as an 
outsider” (mean +/-SD) 

2.08 (1.42) 2.02 (1.37) 

PDEQ Item 6: “There were 
moments when my senses of 
my own body seemed 
distorted or changed. I felt 
disconnected from my own 
body, or that it was unusually 
large or small” (mean +/-SD) 

2.15 (1.48) 2.09 (1.34) 

PDEQ item 7: “I felt as though 
things that were actually 
happening to others, were 
happening to me – like I was in 
danger when I really was not” 
(mean +/-SD) 

1.46 (1.25) 1.50 (1.11) 

PDEQ item 8: “I was surprised 
to find afterwards that a lot of 
things happened at the time 
that I was not aware of, 
especially things that I 
ordinarily would have noticed” 
(mean +/-SD) 

2.50 (1.59) 2.47 (1.55) 

PDEQ item 9: “I felt confused; 
That is, there were moments 
when I had difficulty making 
sense of what was happening” 
(mean +/-SD) 

2.93 (1.54) 2.83 (1.46) 

PDEQ item 10: “I felt 
disoriented; That is, there were 
moments when I felt uncertain 
about where I was or what 
time it was” (mean +/-SD) 

2.50 (1.65) 2.53 (1.49) 
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Supplementary Table 3. Trauma type. All potential participants were approached by study 

personnel and ask if they felt that their life was in danger and that they could have been 

seriously injured or killed. In the affirmative case, a brief interview was performed to establish 

trauma exposure according to DSM.9 The IRB approved wording for the first contact was: “We 

are conducting a survey on how people react to an event where they felt they could have died, 

been seriously injured, or their life or physical integrity or that of others was threatened. These 

people may experience intense fear, hopelessness, or horror. Does that sound like what 

happened to you today?” 

Trauma types Model development dataset 
(N=377) 

External validation dataset 
(N=220) 

Gunshot wound  17 2 
Pedestrian versus car 38 40 
Motor vehicle collision 199 34 
Motorcycle collision 16 3 
Bike accident 12 47 
Fall 14 41 
Sexual assault 23 0 
Non-sexual assault 26 17 
Others 32 36 

Note: Χ2 (8) = 167.03, p ≤ .001 
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Supplementary Table 4. Shown are the results of the Latent Growth Mixture Modeling with 

fixed variance for intercept and slope. The final model selected for the Grady Memorial Hospital 

dataset (model developing sample) is highlighted in bold font type. LGMM was used to 

empirically identify the number and shape of longitudinal trajectories. The best-fitting model was 

selected through a nested modeling approach based on entropy, reduction in Information 

Criteria, i.e. Akaike Information Criteria (AIC) and Bayesian Information Criteria (BIC), sample-

size adjusted Bayesian Information Criterion (SSBI), and significance indicated by the Vuong-

Lo-Mendell-Rubin Likelihood test (VRLT) and the Lo-Mendell-Rubin Adjusted LRT test (LRT) 

along with parsimony and interpretability. 

Fit 
indices 

Linear weights Linear and quadratic weights 
1 class 2 class  3 class  4 class  5 class  1 classf 2 classf 3 classf 4 classf 5 classf 

AIC 8894.640 8335.608 8111.160 8053.352 8022.029 8889.182 8323.185 8086.142 8030.327 7991.707 

BIC 8918.233 8370.998 8158.347 8112.336 8092.809 8916.707 8366.440 8145.126 8105.040 8082.149 

SSBI 8899.197 8342.443 8120.274 8064.745 8035.699 8894.498 8331.539 8097.534 8044.757 8009.176 

Entropy – .847 .830 .836 .857 – .848 .845 .846 .859 

VRLT – .0087 .0036 .1494 .0319 – .0080 .4219 .0700 .3868 

LRT – .0106 .0046 .1581 .0363 – .0094 .4300 .0729 .3972 

Note: AIC: Akaike Information Criterion; BIC: Bayesian Information Criterion; SSBI: Sample-size adjusted BIC; VRLT: Vuong-Lo-
Mendell-Rubin Likelihood Ration test; LRT: Lo-Mendell-Rubin Adjusted LRT test; f: To avoid computational issues the variance 
around the quadratic trend has been fixed to zero. 
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Supplementary Table 5. Final model selection in bold for the Bellevue Hospital Center 

(external model validation sample) results of the Latent Growth Mixture Modeling with random 

variance for intercept and slope. LGMM was used to empirically identify the number and shape 

of longitudinal trajectories. The best-fitting model was selected through a nested model based 

on entropy, reduction in Information Criteria, i.e. Akaike Information Criteria (AIC) and Bayesian 

Information Criteria (BIC), sample-size adjusted Bayesian Information Criterion (SSBI), and 

significance indicated by the Vuong-Lo-Mendell-Rubin Likelihood test (VRLT) and the Lo-

Mendell-Rubin Adjusted LRT test (LRT) along with parsimony and interpretability 

Fit 
indices 

Linear weights Linear and quadratic weights 
1 class 2 class  3 class  4 class  5 class  1 classf 2 classf 3 classf 4 

classf 

5 classf 

AIC 9203.624 8465.123 8112.013 7969.663 7883.365 9196.630 8441.477 8071.746 7915.391 7812.809 
BIC 9227.411 8499.104 8156.190 8024.034 7947.930 9223.815 8482.255 8126.117 7983.354 7894.365 
SSBI 9205.228 8467.414 8114.992 7973.329 7887.719 9198.463 8444.226 8075.412 7919.973 7818.308 
Entropy – 0.949 0.953 0.952 0.924 – 0.952 0.957 0.957 0.930 
VRLT – <.0001 <.0001 0.0050 0.2423 – <.0001 <.0001 0.0085 0.2612 
LRT – <.0001 <.0001 0.0066 0.2633 – <.0001 <.0001 0.0104 0.2759 

Note: AIC: Akaike Information Criterion; BIC: Bayesian Information Criterion; SSBI: Sample-size adjusted BIC; VRLT: Vuong-

LoMendell-Rubin Likelihood Ration test; LRT: Lo-Mendell-Rubin Adjusted LRT test; f: To avoid computational issues the variance 

around the quadratic trend has been fixed to zero.  



 12 

 

Supplementary Fig. 3. LGMM – the unconditional model of the latent trajectories of the 

longitudinal PTSD symptom severity progression. The upper figure represents the trajectories of 

the model validation sample (Bellevue Hospital sample) and the lower figure represents those 

from the model development sample (Grady Memorial Hospital sample)  
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Supplementary Fig. 4. Displayed is the performance of the deep super leaner to predict PCL-5 

score ≥33 (left) and LGMM (right) evaluated on the external test set. Please also refer to 

Supplementary Fig. 5 for the comparison with the ROC curve for a single threshold of 0.5.   
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Supplementary Table 6. Weighted average performance for predictive model development and 

validation on an internal test set (Grady Memorial Hospital) and external validation set (Bellevue 

Hospital Center, NY). Presented are the results of one base learner (logistic regression) using 

data collected at ED to predict the primary outcome of non-remitting stress symptoms versus 

resilience as indicated by LGMM. The model uses all the information shown in Supplementary 

Table 2. 

Logistic regression 

 Precision Recall f1-sore ROC-AUC Positive events*/total events**  

Trainings set .81 .69 .73 .68 27/164 

Internal validation  .77 .63 .68 .58 14/89 

External validation .76 .69 .63 .62 38/93 

Note: * positive events = LGMM class of ED patients with non-remitting PTSD symptoms; ** total events = all participants included in 
the analysis (LGMM class of ED patients with non-remitting PTSD symptoms + LGMM class of resilient ED patients) 

  

Bonanno, George
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Supplementary Fig. 5. Displayed is the performance of the algorithm (upper left) compared to a 

logistic regression model as evaluated on the external test set (upper right). The upper ROC curve 

displays the performance of a “hard classifier” that assigns each patient to exactly one discrete 

class (“non-remitting” versus “resilient”). The lower left ROC curve displays the ROC curve of a 

“soft classifier” providing for each participant the probability of being in class “non-remitting” and 

also the probability of being class “resilient” and then allows to select the optimal threshold to 

make the class assignment. The lower left ROC curve shows that for our algorithm the optimal 

threshold (0.48) would be slightly below 0.5 (the typical default threshold; reported in the paper) 

which is rewarded with a slightly improved specificity and sensitivity. To further asses the 

performance on the external validation set, we can also assess the precision-recall curve and 

compare the model against a random guess (dotted blue line).   

Bonanno, George
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Supplementary Table 7. Shown is the weighted average performance of a deep super learner 

using biomarker data collected at ED presentation. The outcome is the non-remitting stress 

symptoms versus resilience as indicated by LGMM. The model only uses objective biomarkers 

extracted from electronic medical records (see column “data type” in Supplementary Table 2). 

  

 Precision Recall f1-
sore 

ROC-
AUC 

Positive events*/Total events**  

Trainings set .92 .90 .91 .91 27/164 

Internal validation  .82 .67 .72 .64 14/89 

External validation .72 .67 .61 .72 38/93 

Note: * positive events = LGMM class of ED patients with non-remitting PTS symptoms; ** total events = all participants included in 
the analysis (LGMM class of ED patients with non-remitting PTS symptoms + LGMM class of resilient ED patient  

Bonanno, George

Bonanno, George

Bonanno, George
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Supplementary Table 8. Weighted average performance for predictive model development and 

validation on an internal test set (Grady Memorial Hospital) and external validation set (Bellevue 

Hospital Center, NY). Presented is a deep super learner using psychometric data collected at 

ED (see column “data type” in Supplementary Table 2) to predict the primary outcome of non-

remitting stress symptoms versus resilience as indicated by LGMM.  

 Deep super learner  
(to predict LGMM profiles based on “early PTSD-related symptoms) 

 Precision Recall f1-sore ROC-AUC Positive events*/Total 
events**  

Trainings set .88 .85 .85 .85 27/164 

Internal validation  .85 .71 .75 .74 14/89 

External validation .66 .63 .56 .56 38/93 

Note: * positive events = LGMM class of ED patients with non-remitting PTSD symptoms; ** total events = all participants included in 
the analysis (LGMM class of ED patients with non-remitting PTSD symptoms + LGMM class of resilient ED patients) 

  

Bonanno, George

Bonanno, George

Bonanno, George
weaker than what was described in text as fair, by heuristic 
poor or failed and was essentially at chance
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Supplementary Table 9. Weighted average performance metrics of several experiments during 

predictive model development and validation on an internal test set (Grady Memorial Hospital, 

Atlanta) and external validation set (Bellevue Hospital Center, NY). 

 Classification of ED patients PTS symptom trajectories 

 “non-remitting symptoms” versus “resilience” 

 Precision Recall f1-sore ROC-AUC Positive events*/Total 
events**  

Trainings set .86 .84 .84 .84 27/164  
Internal validation  .83 .64 .69 .70 14/89 
External validation .86 .85 .85 .83 38/93 

  “recovery of symptoms” versus “resilience”  

 Precision Recall f1-sore ROC-AUC Positive events***/Total 
events****  

Trainings set .81 .73 .71 .73 77/218 
Internal validation  .66 .58 .58 .62 47/118 
External validation .77 .73 .73 .75 90/145 

 “non-remitting” versus “recovery of symptoms” 

 Precision Recall f1-score ROC-AUC Positive events*/Total 
events***** 

Trainings set .87 .83 .82 .83 23/107 
Internal validation  .61 .53 .55 .54 18/58 
External validation .77 .74 .75 .75 38/128 

 “non-remitting symptoms” versus rest (the three other trajectories) 

 Precision Recall f1-sore ROC-AUC Positive events*/Total 
events****** 

Trainings set .87 .84 .84 .96 35/320 
Internal validation  .82 .68 .74 .59 6/57 
External validation .83 .75 .78 .78 38/221 

Note: * positive events = LGMM class of ED patients with non-remitting PTS symptoms; total events = all participants included in the 
analysis (LGMM class of ED patients with non-remitting PTS symptoms + LGMM class of resilient ED patients); *** positive events = 
LGMM class of ED patients with recovery PTS symptoms; **** total events = all participants included in the analysis (LGMM class of 
ED patients with recovery PTS symptoms + LGMM class of resilient ED patients); ***** total events = all participants included in the 
analysis (LGMM class of ED patients with non-remitting PTS symptoms + LGMM class of recovery ED patients); ****** total events = 
all participants included in the analysis (all participants from all LGMM trajectories). 
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Supplementary Table 10. Shown is the performance per class on the external validation set for 

the prediction of “non-remitting” symptom trajectory vs. “resilience”. 

   Deep super learner 

 Precision Recall  
(TPR) 

1-Recall 
(FNR) 

Specificity 
(TNR) 

1-Specificity 
(FPR) 

Number of 
events/ 
Total events 

non-remitting PTSD 
symptoms 

0.90 0.71 0.29 0.95 0.05 38/93 

Resilient ED patients 0.83 0.95 0.05 0.71 0.29 55/93 

Weighted average 0.86 0.85 0.25 0.81 0.19 93/93 

Note: * TPR = True Positive Rate, FNR = false negative rate, TNR = true negative rate, FPR = false positive rate 

 

 

Bonanno, George
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Supplementary Fig. 6. Variable importance for the training set using Electronic medical record 

data plus ISRC and PDEQ using SHAP values for the prediction of non-remitting symptoms 

versus rest, i.e. all three other trajectories (see Supplementary Table 9). 
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Supplementary Fig. 7. Supplementary Fig 7a Variable importance for the external validation 

set using SHAP (SHapley Additive exPlanations).10 Note, only the rank order is different 

between training and external validation set (Figs. 1a and Supplementary Fig. 7a). The decision 

plot in Supplementary Figs 7b and 7c show how the variables change specific types of model 

outputs. Supplementary Fig 7b displays the decision path for correctly classified observations 

(dotted lines represent the non-remitting trajectory); Supplementary Fig 7c shows the decision 

path of the model for misclassified observations (dotted lines represent the non-remitting 

trajectory); Supplementary Fig 7d shows the mean impact of the top-ranked variables for the 

correctly classified observation. 

  

c)

a)

d)

b) True classified cases
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Supplementary Discussion 

As an exploratory part of this study, we examined possible “reasons” why the algorithm made a 

given prediction. We used posthoc calculated SHAP values that rank the features in the order of 

importance for the model’s prediction. SHAP values allow assessing what information influences 

the prediction the most while accounting for the influence of all other features and controlling for 

the order of adding features to the model10. SHAP values allow examining the contribution of 

each predictor variable on each predicted outcome for each individual. SHAP values can be 

calculated for both the model development as well as the external validation data set. The Figs. 

1a and 1b display the contribution of the top 20 most influential variables on the mean predicted 

outcome of the algorithm applied to the training dataset used for model development. Figs. 1c 

and 1d show the variable importance for the algorithm being applied only to the data extracted 

from the EMR plus 4 ISRC items. The SHAP values can also visualize how the model arrives at 

correct classifications (Supplementary Fig. 7b) or misclassifications on the external validation 

data (Supplementary Fig. 7c). The prediction of each observation is always an achievement of 

all variables together and the variable importance ranking of the predictive model should not be 

interpreted causally. While causal explanation requires randomized controlled trials,11 our study 

design was optimized for predictive accuracy on out-of-sample data. Nevertheless, the posthoc 

assessment of the variable importance may generate novel hypotheses. Such new hypotheses 

will require additional prospective studies to determine their relevance as risk factors or to guide 

prevention measures. 

Interestingly, the proposed prediction model uses probabilistic information of peripheral 

immune markers such as neutrophils, lymphocyte, monocytes, which were assessed directly in 

the ED after the traumatic event took place. This is consistent with previous studies showing 

that inflammatory and immune markers are important predictors of posttraumatic stress 

responses12-14. Moreover, we identified some predictive potential of blood markers, such as 

hematocrit and MCV, for discriminating the resilient and the non-remitting posttraumatic stress 

symptom trajectories. Altered hematocrit levels are linked to PTSD and acute stress response15-

17. Recently, platelets and red blood cell counts were reported to be associated with PTSD and 

inflammation18.  

Concerning the symptoms manifested directly after trauma, we identified predictive 

information in acute stress disorder symptoms measured with the ISRC and PDEQ. This is in 

line with recent work of the International Consortium to Predict PTSD showing that the initial 

Clinician-Administered PTSD Scale (CAPS) score is predictive for the development of PTSD 

Bonanno, George

Bonanno, George

Bonanno, George

Bonanno, George

Bonanno, George

Bonanno, George

Bonanno, George

Bonanno, George
But the psychometric by itself yielded only AOC .56 for external validation!? Thats not good

Bonanno, George
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symptoms19. Previous results showed that early symptoms measured with the Posttraumatic 

Adjustment Scale collected at the end of the hospital discharge (on average 8.27  (SD=10.61) 

days after severe injury) are predictive for PTSD development20. Similarly, peritraumatic 

dissociation is associated with PTSD21.  

Previous studies examining early risk factors after trauma found age and physiological 

markers of the stress response, such as blood pressure or pulse, as predictors for PTSD 

symptoms22-25. Based on the SHAP values and the computationally complex machine learning 

algorithm, we identified several metabolic markers that are new and not yet well-established as 

potential predictors of the posttraumatic stress symptom course after traumatic stressors. For 

instance, blood glucose was a relevant predictor in our samples. This is consistent with previous 

studies showing that acute stress affects glucose metabolism26-28. Similarly, CO2 is a relevant 

predictor consistent with previous studies showing that CO2 induction is associated with acute 

panicogenic and anxiogenic effects29 and panic attacks30. Elevated arousal during 

hyperventilation is reported to be associated with PTSD symptoms31. Intriguingly, blood chloride 

levels were highly discriminatory between the patients on a “non-remitting” and a “resilient” 

trajectory in our sample. Notably, anion gap was another potential predictor. Chloride and anion 

gap are critical measures of the body’s pH (acid-base) status, and as with CO2, are associated 

with acidosis, which is associated with panic attacks and fear in numerous studies32-36. Whether 

or not chloride levels are mediated by potential blood or NaCl infusion warrants further 

investigation. Finally, recent work from our group has identified nausea as a predictor for later 

PTSD development37. Nausea was not included in the current analyses, however, nausea is 

also associated with altered chloride, anion gap, and CO2 status38. 

Importantly, the identified markers, while likely not mechanistically, relate to biological 

components of biological systems that have been examined either in the preclinical or the 

clinical literature as mechanistically related to stress and trauma responses. For example, CO2 

production is mechanistically related to ghrelin production39, a hormone that is activated by 

stress via the hypothalamic-pituitary-adrenal axis40. Similarly, hematocrit changes alongside 

with cortisol warrant further investigation. Cortisol is a well-studied predictor and correlate of 

PTSD41 and there is a mechanistic relationship between lymphocytes and cortisol41. This 

indicates that there is a potential for further research on accessible proxy markers that provide 

probabilistic information consistent with the mechanistic functioning of the well-studied stress 

response system. Furthermore, some molecular modulators of the stress system have 

demonstrated effects as treatments or prophylactics for PTSD42-44. Ultimately, these approaches 
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may be better matched to the individual based on data-driven predictive algorithms that 

capitalize on these data sources.  
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Sample size Since we did not perform classical significance testing, performing a traditional power calculation based on pre-defined significance level, 
effect size, and power level is not adequate. However, previous literature in this area has established that a sample size of 100 subjects or 
more is required to build multivariate predictive models to detect a modest multivariate/composite predictive signal (AUC ~ 0.7). As opposed 
to methods such as logistic regression that operate under the assumption that the underlying relationship between predictors and outcome is 
a linear function, supervised learning does not make this assumptions and instead depends on logical if-then conditions. This makes 
supervised learning suitable for sample sizes in the hundreds as are often observed in biomedicine, where sampling is very cost-intensive. In 
light of the expected conversion rate to PTSD of about 15%  in our observational cohorts, we defined that sample size must be large enough 
so that in the training set of the supervised  learning algorithm at least 25 independent samples exist for each class to predict.

Data exclusions Inclusion and exclusion criteria for eligible patients were pre-established. All eligible cases with follow-up data on the outcome variable (see 
flow chart in Supplementary Tables 1 and 2) were included in the analysis. The exclusion of predictor variables from the data collected did not 
lead to the exclusion of cases from the sample but a smaller set of candidate predictors. The exclusion of predictor variables was not pre-
specified but based on established principles from the literature. Variables not available at both sites or variables with more than 45% missing 
values were removed and assumed not to have a favorable information-to-noise ratio. We also removed predictors with near-zero-variance, 
i.e., predictors that have very few unique values relative to the number of samples and the ratio of the frequency of the most common value 
to the frequency of the second most common value is large (such predictors are theoretically implausible to yield unbiased predictions). All 
other missing values were replaced with statistically plausible estimates using bootstrapped aggregation (bagged) tree imputation.

Replication We used a model development sample and tested our algorithm in an external validation sample on independent data. External validation of 
a predictive model is the gold standard to evaluate the generalizability of a predictive model.

Randomization We included all participants who fulfilled the inclusion and exclusion criteria in the time frame and who consent to participate in our study. 
There were no treatment conditions so included patients were not assigned to treatment groups and therefore no radom allocation 
procedure was used.

Blinding Patients received no treatment but were enrolled into a prospective observational cohort. As there were no treatment groups, no 
concealment of group allocation was performed.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
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Population characteristics We examined N=377 trauma survivors (mean age = 36.05 +/-12.87, 47.1% female) in the model development sample (Grady 
Memorial Hospital) and the external validation sample (Bellevue Hospital Center) comprised N=221 trauma survivors (mean 
age = 36.69 +/-13.46, 37.1% female). 

Recruitment The subjects have been patients who arrived at the Emergency Department following a potential trauma. The participants 
were initially screened and approached based on information of the Emergency Department’s “White Board”, trauma 
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surgery discharge rounds, or the team’s rounding sheet. All potential participants were approached by study personnel and 
ask if they felt that their life was in danger and that they could have been seriously injured or killed. In the affirmative case, a 
brief interview was performed to establish trauma exposure according to DSM. The IRB approved wording for the first 
contact was: “We are conducting a survey on how people react to an event where they felt they could have died, been 
seriously injured, or their life or physical integrity or that of others was threatened. These people may experience intense 
fear, hopelessness, or horror. Does that sound like what happened to you today?” Patients who met the study inclusion 
criteria but no exclusion criterion and who consented to participate in the study were eligible to enroll in the study and have 
been asked to complete a phone screen interview seven days after their emergency room triage, to determine their full 
eligibility. The enrolled participants completed the follow-up assessment (1, 3, 6, and 12 months) after their Emergency 
Department admission. The selection process can give rise to selection bias. Therefore, the inclusion and exclusion criteria 
presented in Table 1 are important in order to understand to which target population the results may generalize. In addition, 
we did not include all participants who met the inclusion and exclusion criteria but only those who were willing to provide 
informed consent. This could give rise to self-selection bias insofar as participants who are willing to participate may differ 
compared to those participants who refuse participation. We did not test for significant differences regarding sample 
characteristics, such as gender, age, or disease severity, in order to comply with the ethical principles of the IRB that did 
require informed consent for any data collection and analysis. However, because in this prospective study, the enrollment 
and data collection of candidate predictors was completed before the outcome was determined, it is very unlikely that the 
outcome status has directly affected the decision for or against study participation (self-selection bias).  The inclusion and 
exclusion criteria depended on NIH grant peer review to help agudicate how to best build samples to support the goal of 
building predictive models that would be of high value to move this area of research forward.

Ethics oversight The ethics committee of New York University (Bellevue study) and the Emory Institutional Review Board and the Grady 
Hospital Research Oversight Committee (Grady Memorial study).

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data
Policy information about clinical studies
All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration This is a prospective observational longitudinal cohort study without treatment or intervention and not within the scope of FDAAA 
801. The protocol was not prospectively registered in a public database, which are not currently tailored and most data fields are not 
appropriate for the purpose to register development and external validatation of prognostic models.

Study protocol The protocol is available on request to the Principal Investigators of the study sites (Kerry Ressler, McLean Hospital, Harvard Medical 
School; Isaac Galatzer-Levy, NYU School of Medicine).

Data collection At two US sites, trauma survivors who were admitted to the ED of a Level 1 trauma center after experiencing a DSM criterion A 
trauma were enrolled into a longitudinal study cohort. The first sample (n=377) of ED patients was prospectively enrolled from 2012 
to 2017 at the Marcus Trauma Center of the Grady Memorial Hospital, Atlanta, GA and was used for model development. A second 
sample (n=221) of ED patients was prospectively enrolled from 2012 to 2016 at Bellevue Hospital Center, New York City, NY and was 
used for external validation of the predictive model. At both sites, data was prospectively collected at ED admission, within 7 days 
(only at Bellevue Hospital Center) thereafter (phone screen interview), and at 1, 3, 6, and 12 months after ED. admission .

Outcomes The primary outcome is the non-remitting longitudinal trajectory of posttraumatic stress symptoms of ED patients identified by 
Latent Growth Mixture Modeling (LGMM) vs. resilient ED patients.  As a second outcome we classified those on a non-remitting 
trajectory versus all other trajectories. The outcome is measured with the well-established, validated clinician administered 
psychometric instruments (Modified PTSD Symptom Scale, mPSS; PTSD Checklist for DSM-5, PCL-5). As secondary outcome we 
predicted provisional PTSD diagnosis at 12 months after ED admission based on pre-defined criteria of a mPSS score ≥21 (model 
development) and a PCL-5 score ≥33 (model validation). Additionally, we examined the prediction a non-remitting vs. a recovery 
trajectory and also a recovery vs. a resilience trajectory.
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